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Overview

This document providechnicalsupporting information for the6 indicators that appear in the U.S.
OYPBANRYYSY(lf t NBGSOiGGimae ChaBge jhdcatarsin theUnitedBlates, 20B2L.J2 NIi >
EPA prepared this document to ensure that each indicator is fully transpgasenteaders can learn

where the data cora from, how each indicator was calculated, and how accurately each indicator

represents the intended environmentabndition EPA developed a standard documentation form, then

worked with data providers and reviewed the relevant literature to address tbents on the form as

completely as possible.

9 t !decamentation addressek3 elementsfor each indicator

Indicator description

Revision history

Data sources

Data availability

Data collection (methods)

Indicator derivation (calculation steps)

Qualityassurance and quality contr(@A/QC)

Comparability over time and space

Sources of uncertainty (and quantitative estimates if available)
. Sources of variability (and quantitative estimates if available)
. Statistical/trend analysis (if any has been conducted)
. Data limitations
. References
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In addition to indicatotspecific documentation, this appendix to the report summarizes the criteria that

EPA used to select indicators for inclusion in the original repaitilishedn April 2010 This

documenation also desribesthe process EPA followed to select and develop those indicators that have
0SSy FRRSR 2NJ adzoaidlydAaltte NBEJAASR aAAIOS (KS Lz
indicators included in the report met all of the selection critetiasty/, this document provides general

information on changes that have occurred since the 2041@ion of theClimate Indicators in the

United Stateseport.

EPA may update this technical documentata@new and/or additional information about these
indicatars and their underlying data becomes available. Please contact EPA at:
climateindicators@epa.qde provide any comments about ifidocumentation
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EPAOs I ndicator Criteri a

General Assessment Factors

When evaluating the qualityobjectivity, and relevance of scientific and technical information, the
considerations thaEPAypically takes into account can be characterized by five general assessment
factors?

¢ SoundnessThe extent to which the scientific and technical procedures, measure$oas or
models employed to generate the information are reasonable for, and consistent with, the
intended application.

o Applicability andutility: ¢ KS SEGSYy(d (2 6KAOK (GKS AYyT2NX¥IGAZ2Y
intended use.

e Clarity and ompleteness:Thedegree of clarity and completeness with which the data,
assumptions, methods, quality assurance, sponsoring organizatindsanalyses employed to
generate the information are documented.

¢ Uncertainty andvariability: The extent to which the variabilitynd uncertainty (quantitative
and qualitative) in the information or in the procedures, measures, methadsiodels are
evaluated and characterized.

¢ Evaluation and eview: The extent of independent verification, validatiand peer review of
the information or of the procedures, measures, methpdsmodels.

Criteria for Including Indicators in This Report

EPA used a set of 10 criteria to carefully select indicators for inclus@limiate Change Indicators in
the United States2012 Thefollowingtableintroduces these criteria and describes how they relate to
the assessment factotstedabove and thel3elementsin9t | Q&4 A Y RAOI 12 NJ R20dzySy it

Trends over time Longterm data are available to showends over 4. Data availability
time. Thesedata are comparable across time ar 5. Data collection
spaceIndicator trends have appropriate 6. Indicator derivation
resolution for the data type

! For more information about these assessment factors and their applications8eEPA. 2003. Science Policy
Council assessment factors: A summary of general assessment factors for evaluating the quality of scientific and
technical information. EPA 0fB-03/001.
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Actual observations

Broad geographic
coverage

Peerreviewed data
(peerreview status
of indicator and
quality of
underlying source
data)

Uncertainty

Usefulness

Connectionto
climate change

Transparent,
reproducible, and
objective

Understandable to
the public

Technical Documentation: EP A6 s

The data consist of actual measuremgnt
(observationspr derivations thereofThese

measurements are representative of the target

population.

Indicatordata are national in scale or have
national significance. The spatial sciale
adequately supported withlatathat are
representative of the region/area.

Indicator and underlying data are sound. The
data are credible, reliable, and have been
published and peereviewed.

Information onsourcesof uncertainty is
available Variability andlimitations of the
indicatorare understood andhave been
evaluated

Informs issues of national importance and

addresses issues important to human or nature

systemsComplements existing indicators.

Climate signal is evident among stressaditse

relationship toclimate change is easily explaine

The data and analysis are scientifically objectiv

and methods ard¢ransparent.Biases, if known,
are documented, minimabr judged to be
reasonable

The data provide a straightforward depiction of

observationsand are understandable tihe
average reader.

|l ndi cator

Criteria

5. Data collection

6. Indicator derivation
8. Comparability over time and
space

11. Statistical/ trend analysis

4. Data availability

5. Data collection

6. Indicator derivation
8. Comparability over time and
space

3. Data sources

4. Data availability

5. Data cdéction

6. Indicator derivation

7. QA/QC

11. Statistical/ trend analysis

5. Data collection

6. Indicatorderivation

7. QA/QC

9. Sources of uncertainty
10. Sources of variability

11. Statistical/ trend analysis
12.Data limitations

6. Indicator derivation

6. Indicator derivation
10. Sources of variability

4. Data availability

5. Data collection

6. Indicator derivation

7. QA/QC

9. Sources of uncertainty
10. Sources of variability
12.Data limitations

6. Indicator derivation
12.Data limitations



Feasible to The indicator can be constructed reproduced 3. Data sources

construct within the timeframe for developing the report. 4. Data availability
Datasourcesallow routineupdatesof the 5. Data collection
indicatorfor future reports. 6. Indicator derivation
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Process for Evaluating Indicators for the 2012 Report

EPA published the first edition 6limate Change Indicators in the United State&pril 2010, featuring
24 indicatorsin 2011, EPA began to develop a second ediigingthe following approach tadentify
and develop a robust set of new and revisedig@ators for the report

Identify and @velop a list of candidate indicators.

Conduct initial researclscreenagainst a subset of indicator criteria.
Conduct detailedesearch screen against the full set of indicator criteria.
Select indicators fodevelopment.

Develop draft indicators.

Facilitateexpert reviewof draft indicators

Periodically resvaluateindicators.

GMmMoUOw>

In selecting and developing the climate change indicators included in this report, EPA fully complied with
the requirements ofthe 2 N GA2Yy vdzr ft AGe ' O ol ft&az2 NBFSNNBR
Guidelines for Ensuring and Maximizing the Quality, Objectivity, Utility, and Integrity of Information
Disseminated by the Environmental Protection Agéncy

The process for evaluag indicators islescribed in more detail below.

A: ldentify Candidate Indicators

EPA invited suggestion$ new indicators from the public following the release of the April 2Clithate
Change Indicators in the United Stateport, and continues to weome suggestionat
climateindicators@epa.goin March 2011EPAneld a meetingf experts onclimate changend
scientificcommunicaton to providefeedback on thdirst edition of the report Meeting participants
assessed the merits of data in the report gimdvidedsuggesions fornew contentin the future

Participants suggested a variety @dncepts fomew indicators and data sources for EPA to consider.
These suggestions can be broadly groujmd two categories:

e Additions Completelynew indicators.
¢ Revisionsimprovingan existing indicator by adding or replacing metrics. These revisions would
involveobtainingnew datasets and vetting their scientific validity.

Suggesbnsfrom the partidpantsinformed9 t !irmestigation into candidate indicators for the
screening and selection procegss part of this processxasting indicators are revaluatedas

o,
U z

appropriateto ensure they continue to function as intended ahgyY SSG 9t ! Qa A JHeRA OF G 2 NJ

process of identifying indicators alswludes monitoring the&cientific literature availability of new
data,andeliciting expert review.

2U.S. EPA. 2002. Guidelines for ensuring and maximizing the quality, objectivity, utility, and integrity of
information disseminated by the Environmental Protection Agency. E®&02-008,
http://www.epa.gov/quality/informationguidelines/documents/EPA _InfoQualityGuidelines.pdf

Technical Documentation: Process for Evaluating Indicators for the 2012 Report 7
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B and C: Research and Screening

Indicator Criteria

EPA screened and selected indicators based on an objective, transparent process that considered the
scientific integrity of each proposed indicator, the availability of data, and the value of including the
proposed indicator in the reporEach andidate ndicator wasinitially evaluatedagainst fundamental

EPA selection criteria to assess whether or not it asonable to pursuéor inclusion inthe upcoming
report. These criteria included the peeeview statusof the data, theaccessibility of theinderlying

data, the relevance and usefulness of th@dicator, its ability to be understood by the publiand its
connection to climatehange

Tier 1 Criteria

o Peerreviewed data

e Feasiblgo construct

o Usefulness

e Understandable to the public
e Connectiorto climate change

Tier 2 Criteria

e Transparent, reproducible, and objective
e Broadgeographiadange

e Actual observations

e Trends over time

¢ Indicator confidence

Thedistinction betweenTier 1andTier 2criteria is not intended to suggest that tlome groupis
necessarily more important than theher. Rather, EPA determineddt areasonable approach was to
consider whictcriteriamust be met beforgroceedingfurther andto narrow the list of indicator
candidatesheforethe remainingcriteria were applied.

Screening Process

EPAresearcked and screerd candidate indicatordy creating and populating @atabasewith all of the
suggested additions and revisions, then docuneerthe extent to which each of these proposed

AYRAOI 02NR YSUG SI OK 2Ze@an®scréefdin tvidNRitistyes:1 & 9t ! NBaASI N

e Tier 1screeningindicators were scored high, moderate, or lagainst the Tier 1 criteria
Indicators scoring high or modste were researched further; indicators scoring low were
eliminated fromconsideration Many of the suggestions ruled out at this stage were ideas that
could lead toviableindicators in the future, but did not yet have any published data.

e Tier 2screeniry: Indicatorsdeemed appropriate for additional screeningre assessed against
the Tier 2criteria. Based on thdindings from thecomplete set of 10 criteria, the indicators
were agairevaluated andscored high, moderate, or low based on the assessngrt i’ Q &
judgment of whether EPA should consider adding them to the report.

Technical Documentation: Process for Evaluating Indicators for the 2012 Report 8



Information Sources

To assess each suggested indicator against the critei&reviewed the scientific literaturesing
numerous methods (including several online databases anatisd¢aols)to identify existing data
sources and peereviewed publications

In cases where the candidate indicator was not associated witblledefined metric EPAconduced a
broader survey of the literature tmentify the most frequently usethetrics For instancean indicator

relatedtod O2 YYdzy Al e O2 Y L2 a A ivaszydgested bubibwbgunddio® Rig S NBE A (& 0

variablemightbestbe measuredr represented by a metric

To gather additional informatiorEPA contactedppropriatesubject matter experts, including authors
of identified source material, existing data contributoasd collaborators

D: Indicator Selection

Based on the results dfier 2screening, the most promising indicators the report weredeveloped
into proposed indicator summarie&€PAconsulted the literature, subject matter experts, and online
databases to obtain data for each of these indicattligon acquiring sound data amechnical
documentation EPAprepareda set of possible graplatmockups for edt indicator, along with a
summary table thatlescrbedthe proposedmetric(s), data sources, limitations, arather relevant
information.

Summary information was reviewed by Eleghnical staff and then the indicator concepts that met the
screening criteéa were formally approved for inclusion in the report.

E: Indicator Development

Approved new and revised indicators were then developed for the inclusion in the repaphiGs,
summary text, and technical documentation for all of the proposed new\dsed indicatorsvere
developed ingeneralaccordance with the established formfatr the original 24 indicator€ne priority
during development was to make sure each indicator presented its informatffentivelyto a non
technical audience without mispresentinghe underlying source of information.

F: Internal and External Reviews

The omplete indicator packages (graphics, summary text, and technical documentationyugested
to internal review data provider/collaboratoreview, and an independent peer review.

Internal Review
¢KS NBLRNI O2yiGSyida 6SNBE NBOASHESR 0 O NR2dz

review protocols for publications hisprocessncluded review from EPA technical staff andwas
levels of management.

Technical Documentation: Process for Evaluating Indicators for the 2012 Report 9
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Data Provider/Collaborator Review

Organizations and individuals who collected and/or compiled the data (e.g., the National Oceanic and
Atmospheric Administration and the U.S. Geological Suresigwed the report

Independent Peer Review

The peer review of the report and technicaipporting informatiorfollowed the proceduresif@ t ! Qa
Peer Review Handbod®? Edition(EPA/100/B06/002)* for reports that do not provide influential
scientific informationThe reviewwas managed by eontractor under the direction oh designatedePA
peer reviewcoordinator, who prepared a peer review plan, the scope of work for the review contract,
and the charge for the reviewers, bpkayed no role in producintpe draft report.Under the terms of

the peer review plan, the peer review consistedl@fexperts

¢ Two experts in environmental indicatongth no specific expertise in climate reviewed the
entire report

e One general expert in the causes and effects of climate chamgewed the entire report

¢ Nine subject matter experts each reviewed one chapter. Those experts had the following
expertise: greenhouse gas emissions and radiative forcing; climate science and meteorology;
measuring sea level; glaciers, ice sheets, aads® heatrelated mortality; forests and
agriculture; and hydrology.

Two d the 12reviewerswere statisticianstheyfollowed a supplemental charge for statisticians, in
addition to the general charge for reviewers.

Thepeer reviewcharge asked reviesvs to provide detailed comments amal indicatewhether the

report (or chapter) should be published (a}ias(b) with changes suggested by the review, (c) only after
a substantial revision necessitating arexview,or (d) not at all. Eight reviewers swered (b). Four
answered (c) for at least one chaptsuggestinghat alternative methodsr datacould beusedfor

certain indicators ithe draft report. One expertreviewernoted several limitations to the heatlated
deaths indicator anduggestedignificant revisions tthe indicator; a fulreport reviewer alsdad

similar concerns abouhisindicator.In total the reviewers providedver 800 comments

EPArevised the report to addressl commentsand prepared a spreadsheet to document tlesponse
to each commenteceived Therevisedreport and9 t !ré3@onsswere then sent tasixof the peer
reviewers forre-review.

Fourof the rereviewers were satisfied with the revised draft. Tleeiewels of the heatrelated deaths
indicatorprovided alditional comments andoted thatthe authorsshould moreclearlyarticulate
certain limitations othisindicator.In response, EPfade further revisionto more clearly document
the limitations of the heatrelated deaths indicatoandaddress per-review concernsThe two
reviewersreviewed the indicator again and were satisfied with the revisions

3U.S. EPA. 2006. Peer review handbook. Third edition. EPA-QG0E.
http://www.epa.gov/peerreview/pdfs/peer _review handbook 2006.pdf
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G: Periodic Re-Evaluation of Indicators

The process oévaluating indicators includes monitoring the availabilityhefver data eliciting expert
review,andassessingndicators in light of new science. For examPA determined thahe
underlying methods for developirthe Plant Hardiness Zoriadicator that appeared in the first edition
of Climate Change Indicators in the United Stérgwil 2010had significantlychangel, suchthat
updates to the indicator are no longer possibl&us, EPA removedigfindicator from the 2012 edition.
Reevaluation of indicators occurs in the time between EPA publications of the repbdut every two
to fiveyears.

Summary of Changes to the 2012 Report

The table below highlights major changes made during development of the 2012 version of the report
comparedwith the 2010 report

Indicator Change Years of data| Most
(number of figures) added since | recent
2010report data

U.S. @eenhouse GaBmissions (3) 2010
Global Greenhouse Gamissions (3) 3 2008
AtmospheridConcentrationsof Addedmore halogenatedgyases 2 2011
Greenhouse Gas€4)

Climate Forcing (1) 3 2011
U.S.and Globalfemperature (3) 2 2011
High and Low Temperatures (formerly Expanded with new metric 3 2012
Heat Waves) (4)

U.S.and GlobaPrecipitation (3) 2 2011
Heavy Precipitation (2) 3 2011
Drought (2) Expanded with new metric 2 2011
Tropical Cyclone Activijormerly Expanded with new metric 2 2011
Tropical Cyclone Intensit(3)

Ocean Heafl) 3 2011
Sea Surface Temperature (1) Newexample map 2 2011
Sea Level (2) New satellitebased data source 3 2011
Ocean Acidity (2) Replaced mawith new metric 7 2012
Arctic Sea Ice (2) Expanded witmew metric 3 2012
Glaciers (2) New global data source 2 2010
Lake Ice (3) 10 2010
Snowfall(2) New indicator 2011
Snow Cover (2) Expanded with new metric 3 2011
Snowpack (1) 2000
Streamflow(3) Newindicator 2009
Ragweed PolleBeasor(1) New indicator 2011
Length of Growing Season (3) 9 2011
Leaf and Bloom Dates (2) Based on new analytical methoc 2 2010

Technical Documentation: Process for Evaluating Indicators for the 2012 Report 11



Indicator Years of data] Most

(number of figures) added since | recent
2010report | data
Bird Wintering Ranges (2) 2005
HeatRelated Deaths (1) Expanded with new metric and 2009
example graphic
Plant Hardiness Zones (2) Discontinued 2006

Discontinued Indicators

Plant Hardiness Zones; Discontinued in April 2012

Reason for Discontinuation

This indicator comparede U.S. Department of Agricult@)SDA)A990 Plant Hardiness Zone Map
(PHZM) with a 2006 PHZM that the Arbor Day Foundation compiled using similar méisaus.
developed and published a neWwPHZMn January2012, reflecting more recent data as well as the use of
better analytical methods to dmeate zones between weather stations, particularly in areas with
complex topography (e.g., many parts of the WeBBcause of the differences in methods, it is not
appropriate to compare the original 19%HZMwith the new 2012 PHZM to assess change, asynof

the apparent zone shiftwould reflect improved methods rather than actual temperature change.
Further,USDAcautionedusersagainstcomparing the 1990 and 2012 PHZjl attempting to draw

any conclusins about climate change from the apparent differences

For these reasons, EPA chose to discontinue the indicator. EPA will revisit this indicator in the future if
USDA releases new editions of the PHZM that allow users to examine changes over time.

C2NJ Y2NB AYyT2NXVI GA2Yy | [@g/daanthardireds Ord useamawiPHZMWebA = & SSY
Theoriginalversion of this indicatoas it appearedn 9 t 2018 reportcan be foundat:
www.epa.gov/climatechandadicators/download.html

4 Daly, C., M.P. Widrlechner, M.D., Halbleib, J.I., Smith, and W.P. Gibson. 2012. Development@E®AdWant
Hardiness Zone Map for the United States. Journal of Applied Meteorology and Climatology 26242
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U.S. Greenhouse Gas Emissions

Identification

1. Indicator Description

This indicator describes emissfoaf greenhouse gases in the United States and its territories between
1990 and 2@0. This indicator reports emissions of greenhouse géséssaccording to their global
warming potential, a measure of how much a given amount ofGhGs estimated to ontribute to

global warming over a selected period of time. For the purposes of comparison, global warming
potential values are given in relation to carbon diox{@€}) and are expressed in terms 63
equivalents.

Components of this indicator include:

¢ U.S. GHG emissions by gas (Figure 1)
e U.S. GHG emissions and sinks by economic sector (Figure 2)
¢ U.S. GHG emissions per capita and per dollar of GDP (Figure 3)

2. Revision History

April 2010: Indicator posted
December 2011: Updated with data through 2009
April 2012: Updated with data through 2010

Data Sources

3. Data Sources

This indicator uses data and analyfsisn 9 t ! Ir@éntory of U.S. Greenhouse Gas Emissions and Sinks
(U.S. EPA, 2@), an assessment of the anthropogenic sources and sinks of l8HiBe United States
and its territories for theperiod from 1990to 2010.

4. Data Availability

Thecomplete U.S. GHG inventory is published annually, and the version used to prepare this indicator is
publicly available atwww.epa.gov/climatechange/ghgemissions/usinventoryreport.h(thlS. EPA,

2012). The figures in this indicator are taken from the following figures and tables in the inventory

report:

e Figure 1 (emissionsy/lgyas): Figure ESTable EL

e Figure 2 (emissions by economic sector): Figure¥Eble ES

e Figure 3 (emissions per capita and per dollar gross domestic product [GDPY)): Fig&rédbs
ES9
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The inventory report itself does not present data for fresars 199¢1994, 19961999, or 2002004
RdzS (G2 aLIl OS O2yaidNIAyltao 126SOSNE RIdGF F2NJ 6KS&S
Change Divisiom{vw.epa.gov/climatechange/contactugml).

Figure 3 includes trends in population and real GDP. EPA obtained population data from the U.S. Census

. dzZNB | dzd ¢KS&aS RFEGEFE FNB LldzotAoOfte I GrAtloftS FNRBY (K
www.census.gov/population/international EPA obtained GDP data from the U.S. Department of

Commerce, Bureau of Economic Analysis. These data are publicly available from the Bureau of Economic
Analysis website atvww.bea.gov/national/index.htm#gdp

Methodology

5. Data Collection

This indicatouses datairectlyfrom the Inventory of U.S. Greenhouse Gas Emissions andSigks

EPA, 202). The inventorypresentsestimatesof emissionglerived from direct measurements,

aggregated national statistics, and validated models. Specifitaiyindicator focuses on thexdong

lived greenhouse gasesurrently covered by agreements under the United Nations Framework
Convention on Climate Chge (UNFCCCJhese compounds are g@ethane (CE, nitrous oxide

(N;O), selected hydrofluorocarbons (HFCs), selected perfluorocarbons (PFCs), and sulfur hexafluoride

(Sk).

The emission and source activity datsed to derivehe emission estimates are described thoroughly in

9t ! Q& Argh@rSTHhé idllifically approved methods can be found inltiergovernmental

tySt 2y [/ APCR&HGnvedtbrygaideldeaEs(wdw.ipcc

ngaip.iges.or.jp/public/gl/invs1.ht)(IPCC, 200@)ndA y Lt / / Qa aD22R t N} OGAOS Ddz
' YOSNIiFAydGe alyl3aSYSyd Ay blwwwyl t DNBSYyK2dzaS DI &
ngqip.iges.or.jp/public/gp/english/(IPCC, 2000Ylore discussion of the sampling and data sources

associated with the inventorgan be foundat: www.epa.gov/climatechange/ghgemissions/

The U.S. GH@vientoryprovidesa thorough assessment of the anthropogeainissions bygources and
removals bysinks ofGHGdor the United States froh990 to 2010. Although the&ventory is intended

to be comprehensive, certaidentified sourcesand snkshave beerexcluded from the estimatege.g.,

CQ from burning in coal deposits and waste pil€§} from natural gas processing). Sourees

excluded from the inventory for various reasons, includiata limitations or a lack of thorough
understanding of the emission process. The United States is continually working to improve upon the
understanding of such sources and seeking to find the data required to estimate related emissions. As
such improvemets are made, new emission sources are quantified and includéte nventory. For a
complete list ofexcludedsourcessee Annex f the U.S. GHG inventory report
(www.epa.gov/climatechange/ghgemissions/usinventoryreport.html

Figure 3 of this indicator compares emission trends with trends in population and U.S. gross domestic
product (GDP). Population data were collected by the U.S. Census Bureau. For this indidaised=P
midyear estimates of the total U.S. population. GDP data were collected by the U.S. Department of
Commerce, Bureau of Economic Analysis. For this indicator, EPA used real GDP in chained 2005 dollars,
which means the numbers have been adjusted fdlation. See:

www.census.gov/population/internationafbor the methods used to determine midyear population

Technical Documentation: U.S. Greenhouse Gas Emissions 14
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estimates for the United States. Seevw.bea.gov/methodologies/index.htm#national mefibr the
methods used to determine GDP.

6. Indicator Derivation

The U.S. GHG inventomas constructed followingcienific methodsthat can be foundn the

Intergovernmental Pandd y / £ A Y I (18CQ &uidgliaeSs fordNational Greenhouse Gas
InventoriegIPCC, 200@)ndA y L Gobd P€aétice Guidance and Uncertainty Management in National
Greenhouse Gas Inventorigd t / / = HAnAnnO® 9t ! Qa |yydzZdt Ay@Syidz2NE
development guidelines have been extensively peer reviewed and are widely viewed as providing
scientifically sound representations of GHG emissions.

The U.S. GHG inventory is not baseda@pecific sampling plan or analytical procedures per se.

However, U.S. EPA (2012) provides a compmlesgeription of methodsinddatasources that allowed

EPA to calculate GHG emissions for the various industrial sectors and source categphies. F
information2 y G KS Ay @Syi2NEB RSaAdy Oly o6S 200l AYySR o0&
(www.epa.gov/climatechange/contactus.htiml

The nventory coverd).S. data fothe yeas 1990 to 20Q, and no attempt has been made to

incorporate other locations or project data forward or backward from this time window. Some degree of
extrapolation and interpolation was needed to develop comprehensive estimates of emissions in a few
sectors and sink ¢agories, but in most cases, observations and estimates from the year in question
were sufficient to generate the necessary data points.

This indicator reportsi NEy Ra SEI OGf @ IIGHGinveRayS.IBRIS20MNIhy 9t ! Q&
indicator presents mission data in units of million metric tons of 8fQuivalents whichare

conventionally used in GHG inventories prepared worldwide because they adjust for the various global
warming potentials of different gaseshis analysis reflects the use of 3¢ global warming

potentials.

Figure 1U.S. Greenhouse Gas Emissions by Gasg2A@B0

EPA plotted total emissions for each gas, not including the influence of sinks, which would be difficult to
interpret in a breakdown by gas. EPA combined the emissibH$Cs, PFCs, and it a single

category so the magnitude of these emissions would be visible in the graph.

Figure 2U.S.Greenhouseézas Emissions andnks byEconomicSector, 1993;2010

EPA converted a line graph in the original inventory refdrs. EPA, 2012) into a stacked area graph
showing emissions by economic sector. U.S. territories are treated as a separate sector in the inventory

report, and because territories are not an economic sector in the truest sense of the word, they have
been ecluded from this part of the indicator. Unlike Figure 1, Figure 2 includes sinks belowaxfse x
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Figure 3U.S. Greenhouse Gas Emissions per Capita and per Dollar of GQPQI1®90

EPA determined emissions per capita and emissions per unit of real$bigPsimple division. In order
to show all four trends (population, GDP, emissions per capita, and emissions per unit GDP) on the same
scale, EPA normalized each trend to an index value of 100 for the year 1990.

7. Quality Assurance and Quality Control

Qudity assurance and quality contrdDA/QG havealways been an integral part of the Ur@ational

system formventory developmentEPA and its partner agencies hawplemented a systematic

approach toQA/QC for the annual U.S. GHG inventory, followmogedureshat have been formalized

in accordance witta QA/QC plan and theNFCCeporting guidelinesThose interested in

R2O0dzYSyidl A2y 2F GKS QO NAR2dza v!kv/ LINRPOSRdzZNBa aK?z
Division ywww.epa.gov/climatechange/contactus.htjnl

Analysis

8. Comparability Over Time and Space

The GHG emissions data presented in this indicator are viewed as being highly comparable over time
and space.

9. Sources of Uncertainty

Some estimates, such as those for,€@issions from energgelated activities and cement processing,
are considered to have low uncertainties. For some other categories of emissions, however, a lack of
data or an incomplete understanding of how emissians generated increases the uncertainty
associated with the estimates presented.

Recognizing the benefit of conducting an uncertainty analysisJteCCeporting guidelines follow

the recommendations ofPCC (200@nd require that countries providergle pointuncertainty

estimates for many sours@and sink categorie§he US GHG inentory (U.S. EPA, 2012) provides a
qualitative discussion of uncertainty for all sousead sink categoriesncludingspecific factors

affecting the uncertainty surtanding the estimates. Most sources alsavea quantitativeuncertainty
assessmenin accordance with the new UNFCCC reporting guidelines. Thorough discussion of these
points can be founiéh U.S. EPA (2012). Note that Annex 7 of the inventory publicatidevioted

entirely to uncertainty in the inventory estimates.

For a general idea of the degree of uncertainty in U.S. emission estimates, WRI (2011) provides the
F2tt26Ay3 AYF2NNIGA2YY ! aAy3 Lt/ / ¢ASMI H dzy OSNI I
uncertainties surrounding a simulated mean of,G0.4% to 1.3%), GK15.6% to 16%), and,® (¢

53.5% to 54.2%). Uncertainty bands appear smaller when expressed as percentages of total estimated
emissions: CE-0.6% to 1.7%), GK0.3% to 3.4%), and,® (M P di’> (12 ¢ P02 0 Pé

hdSNI ff> (KS&S a2dNDOSa 2F dzy OSNIIFAyide NB y2i SEL
conclusionsEven considering the uncertainties of omitted sources and lack of precision in known and
estimated sourcesthis indicator provides a generally accurate picture of aggregate trends in GHG
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emissions over time, and hentee overallconclusions iferred from the data are solid. The U.S. GHG
inventory represents the most comprehensive and reliablad®t available to characterize GHG
emissions in the United States.

10.Sources of Variability

Within each sector (e.g., electricity generation), GHG emissions can vary considerably across the

individual point sources, and many factors contribute to thisaklity (e.g., different production levels,

fuel type, air pollutioncontrolsP t ! Q& Ay @Sy i2NE YS(iK2Ra | 002dzyd F2NJ
emission sources.

11. Statistical/Trend Analysis

This indicator presents a time series of national emissastisnates. No special statistical techniques or
analyses were used to characterize the lktagn trends or their statistical significance.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicats are
follows:

1. This indicator does not yet include emissions of GHGs or other radiatively important substances
that are not explicitly covered by tHdNFCC@nd its subsidiary protocol. Thus, it excludes such
gases as those controlled by the Montreal Protamad its Amendments, including
chlorofluorocarbonsand hydrochloofluorocarbons. Although the Unite8tatesreports the
emissions of these substances as part of the U.S. GHG inventory (see Anndx.8.EHA
[2012)), the origin of the estimates is fuathentally different from those of the other Gld@&nd
thereforethese emissionsannot be compared directly with the other emissions discussed in
this indicator.

2. This indicator does not include aemds and other emissions thaffect radiative forcing and
that are not welmixed in the atmosphere, such as sulfate, ammonia, black carbon, and organic
carbon. Emissions of these compounds are highly uncertain and have qualitatively different
effectsfrom the six types of emissions in this indicator.

3. This indiator does not include emissions of other compoundsichas carbon monoxide
nitrogen oxidesnonmethane volatile organic compounds, and substances that deplete the
stratospheric ozone layerthat indirectly affect the Eart@® radiative balance (for examplay
altering GHG concentrations, changing the reflectivity of clouds, or changing the distribution of
heat fluxes).

4. ¢KS | ®{® DI D Ay@Syi2NER R2Sa y2i Isdu@éesdnihias T2NI ay
wetlands, tundra soils, termites, and volcano@&iese excluded sources are discussed in Annex
5 of the U.S. GHG inventofy.S. EPA, 2012)hedanduse> @ f dgaRS O Kahdyi &Sy
categoriedn U.S. EPA (2012) do inclughaissions from changes in the forest inventory due to
fires, harvesting, and other activitiess aell asmissiondrom agricultural soils.
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Global Greenhouse Gas Emissions

Identification

1. Indicator Description

This indicator describes emissions of greenhouse g&dd&syvorldwide since 1990TrackingGHG
SyraaAizya 62NIR6ARS LINPOARSE | O2yGSEG F2N dzy RSN&
change.

Component®f this indicator include:

¢ Global GHG emissions by gas (Figure 1)
e Global GHG emissions by sector (Figure 2)
¢ Global GHG emissions by regions of the world (Figure 3)

2. Revision History

April 2010: Indicator posted
December 2011: Updated with new and reviskda points
April 2012: Updated with revised data points

Data Sources

3. Data Sources

This indicatois based omlataF N2 Y (G KS 22NIR wSaz2dzNOSa LyadaiddzisSQa
Tool (CAIT), a databastanthropogenic sources and sinksGflGsvorldwide. CAIT has compiled data

from a variety of GHG emission inventories. In general, a GHG eniisgaioryconsists okstimates

derived from direct measurements, aggregated national statistics, and validadedls EPA obtained

data from CAIT Vsion 9.0.

4. Data Availability

All indicator data can be obtained from the WRI CAIT databasgt@att/cait.wri.org. These data are
available to the public, but users must register (at no charge) to receive full acceBsneddes
documentation that describes the various data fields and their sources.

CAIT compiles data from a variety of other databases and inventories, including products from EPA, the
U.S. Carbon Dioxide Information Analysis Center (CDIAC), and ttmatioieal Energy Agency. Many of
these original data sources are publicly available. For information on all the sources used to populate
the CAIT database, see WRI (201Ea).a list of data sources by country, by gas, and by source or sink
category, seehttp://cait.wri.org/cait.php?page=notes&chapt=Data for this particular indicator were
compiled by WRI largely from the following sources:

e Bodenet al. (2A1)
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e EIA(20))

e European Commissiaat al. (2009)
e |EA (2010)

e U.S. EPA (2006)

The figures in this indicator are taken from the following reports within CAIT:

e CAJdNNB M 6SYA&aarzya o& 3ILA0Y &/ 2YLINB DFasSaé |
e CA3IdzNB H o0SYAadaaArzya o0& aSOG2NDLY &/ 2YLI NB {SOG2
e Figure 3¢arbondioxide CQ]SYA aadA2yad 06& NBIAZ2YOANAGADBIDNI BYA&AA:

9YAaaArzyaé 60dzali2YAT S a/ 2dzyiNARSa g wS3aAA2yaé G2
http://cait.wri.org/cait.php?page=notes&cdpt=3for a listing of which countries belong to each
region. Note that EPA combined a few regions as described in Séction

Methodology

5. Data Collection

This indicator focuses on emissions of the six compounds or groups of compounds currently covered by
agreements under the United Nations Framework Convention on Climate Change (UNFCCC). These
compounds are COmethane (Ck), nitrous oxide (BD), selected hydrofluorocarbons (HFCs), selected
perfluorocarbons (PFCs), and sulfur hexafluoridg) ($his indiator presents emission data in units of
million metric tons of C&equivalents. These units are conventionally used in GHG inventories prepared
worldwide because they adjust for the different global warming potentials of different gases.

The data origindy come from a variety of GHG inventori€&me have been prepared by national
governments; others by international agencies. Data collection techniques (e.g., survey design) vary
depending on the source or parameter. Although the CAIT database is ictémdbe comprehensive,

the organizations that develop inventories are continually working to improve their understanding of
emission sources and how best to quantify them.

Inventories often use some degree of extrapolation and interpolation to developreimnsive
estimates of emissions in a few sectors and sink categories, but in most cases, observations and
estimates from the year in question were sufficient to generate the necessary data points.

GHG inventories are not based on specific sampling planse However, documents are available that

describe how most inventories have been constructed. For example, U.S. EPAJEXatDes all the

LIN2E OSRdzZNB & dzaSR G2 SaildAYl (S DI D Sé&tvdicteighverfmdental 2 NJ 9t !
Panelon t AYI 0SS / KI y3SQa yguiddlied (REQ 2006) ddd A GododPyadtieeNJ

Guidance and Uncertainty Management in National Greenhouse Gas Inve(ifeG€&s 2000pr

additionalguidance that many countries and organizations follow when ttooing GHG inventories.

6. Indicator Derivation

This indicator reports selected3ni NA O&4 FTNRBY 2 wlL Q&ompilesldata figrh theniost 4 S 6 KA
reputable GHG inventories around the woNdRI 20110 provides an overview of how the CAIT
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database wasonstructed, and WRP(Q113 describes the data sources and methods used to populate

the database2 wL Qa NRfS Aa tI NBSfte G2 aasSyotsS RIdF FNRY
reviewed. As a result, the totals reported in CAIT are congistégh other compilations such as a

European tool called the Emissions Database for Global Atmospheric Research (EDGAR)
(http://edgar.jrc.ec.europa.eu/index.phy which has been cited in reports by IPEOGAR and CAIT

share many of the same underlying data sources.

The most comprehensive estimates are available beginning in d8bal emission estimates for €O
are available annuallhhrough 2008 while global estimates for gases other than, @@ available only

at five-year intervalghrough 2005 Thus, Figures 1 and 2 (which show all GHGS) plot values for 1990,
1995, 2000, and 200%VRI and EPA made no attempt to interpolate estimates for the interim years.

All three figures in this indicator inade emissions due to international transport (i.e., aviation and

maritime bunker fuel). These emissions are not included in the U.S. Greenhouse Gas Emissions indicator
because they are international by nature, and not necessagflgctedin individual cdzy § NA SaQ SYAaa
inventories.

The three figures do not include estimates of emissions associated Witk)CF. Although global
estimates are available for this sector, different estimates vary widely, and they have much greater
uncertainties than many dhe other sectors that this indicator covers.

The indicator presents emission data in units of million metric tons of €ivalents whichare
conventionally used in GHG inventories prepared worldwide because they adjust for the various global
warmingpotentials of different gased.his analysis reflects the use of 3@ar global warming

potentials.

Figure 1. Global Greenhouse Gas Emissions by Gag20980

EPA plotted total emissions for each gas, combining the emissions of HFCs, PFGsntand Skgle

category so the magnitude of these emissions would be visible in the graph. EPA formatted the graph as
a series of stacked columns instead of a continuous stacked area because complete estimates for all
gases are available only every fiveage and it would be misleading to suggest that information is

known about trends in the interim years.

Figure 2. Global Greenhouse Gas Emissions by Sectar20090

EPA plotted total GHG emissions by IPCC sector. IPCC sectors are different frotothesed in

Figure 2 of the U.S. Greenhouse Gas Emissions indicator, which uses an economic sector breakdown that
is not available on a global scale. EPA formatted the graph as a series of stacked columns instead of a
continuous stacked area because coatplestimates for all gases are available only every five years,

and it would be misleading to suggest that information is known about trends in the interim years.

Figure 3. Global Carbon Dioxide Emissions by Regiorg 20880

In order to show data at nre than four points in time, EPA elected to display emissions by region for

CQ only, as Ceemission estimates are availabdth annual resolution. EPA performed simple math to

ensure that no emissions were doulteunted across the regionSpecificallyEPA subtracted U.S.

G2Grta FNRY b2NIK ! YSNAOIY G20Ftasx €SF@Ay3a ahiKSN.
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Indicator Development

In the course of developing and revising this indicator, EPA considered data from a variety of sources,
Ay Of dzR ACAHKhttd:Medit @& org) and EDGARIfp:/edgar.jrc.ec.europa.eu/index.php EPA

compared data obtained from CAIT and EDGAR for global carbon dioxide emissions, and found the two
data sources were highly comparable (diffieces of less than 2 percent for all years). EPA also

compared emissions associated with land use, dasel change, and forestry (LULUCF) from both CAIT

and EDGAR, and found much larger differences that depended on the source and how it characterized
certain types of LULUCF emissions. Because of these differences and the larger uncertainties associated
with the LULUCF sector on a global scale, EPA chose not to include the LULUCF sector in any of the
figures for this indicator.

For the purposes of CAIT, Wisentially serves assecondary compiler of global emissions data

drawingon internationally recognized inventories from governmegéencies and usingxtensively
peer-reviewed dataset. EPA has determined that WRI does not perform additional intetjmsis on

the data but rather makes certain basic decisions in order to allocate emissions to certain countries (e.g.,
Ay GKS OFasS 2F KAaAG2NRAOFE SYAraairzya FTNRBY {20ASi
supporting documentation, which EPA efully reviewed to assure the credibility of the source.

7. Quality Assurance and Quality Control

Quiality assurance and quality control (QA/QC) documentation is not explicitly provided with the full
CAIT database, but many of the contributing sources hacardented their QA/QC procedures. For
example, EPA and its partner agencies imygemented a systematic approach @A/QCfor the

annual U.S. GHG inventory, followprgcedureshat haverecentlybeen formalized in accordance with
aQA/QC plan and thgNFCC@eporting guidelinesThose interested in documentation of the various

v kv/ LINRBOSRdzZNBa F2NJ 0KS | ®{d Ay@Syi(i2NE akKkz2dzZ R
(www.epa.gov/climatehange/contactus.htm)l QA/QC procedures for other sources can generally be
found in the documentation that accompanies the sources cited in Section 4.

Analysis

8. Comparability Over Time and Space

Some inventories have been prepared by national governmeiitgrs by international agencies. Data
collection techniques (e.g., survey design) vary depending on the source or parameter. To the extent
possible, inventories follow a consistent set of best practice guidelines described in IPCC (2000, 2006).

9. Sources of Uncertainty

In general, all emission estimates will have some inherent uncertainty. Estimates ei@Sions from
energyrelated activities and cement processing are often considered to have the lowest uncertainties,
but even these data can have errors as a result of uncertainties in the numbers from which they are
derived, such as national energy wa. In contrast, estimates of emissions associated with land use,
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land-use change, and forestry may have particularly large uncertainties, which is why this sector has
0SSy SEOf dzZRSR T Ndeertairies ar€genedally Rrged forin@digass.

WRIRO1la) LINP@PARSA GKS F2ft26Ay3 AYTF2NNIGAZ2Y | 02dzi dz
uncertainty estimation methods, EIA (2002) estimated uncertainties surrounding a simulated mean of

CQ (-1.4% to 1.3%), GK+15.6% to 16%), and,N (-53.5% to 54.2%). Uncertainty bands appear smaller

when expressed as percentages of total estimated emissions-@C&% to 1.7%), GK+0.3% to 3.4%),

andNOM s (2 cPoz0 dé

Uncertainties are expected to be greater in developing countries, due in some casaygitgy quality of
underlying activity data and uncertain emission factors (\2&113.

For specific information about uncertainty, users should refer to documentditam the individual data

sources cited iBection 4 Uncertainty estimates are available from the underlying national inventories

in some cases, in part because the UNFCCC reporting guidelines follow the recommendations of IPCC
(2000) and require countrgeto provide single point uncertainty estimates for many sources and sink
categoriesFor example, the U.S. GHG inventory (U.S. EPZ&) gidvides a qualitative discussion of

uncertainty for all sources and sink categories, including specific factocsiadf¢he uncertainty

surrounding the estimates. Most sources also have a quantitative uncertainty assessment in accordance

with the new UNFCCC reporting guidelines. Thorough discussion of these points can be found in U.S.

EPA (202). Note that Annex 7t | Q& Ay @Sy i2NEB Llzof AOFdA2y Ad RS@2I
inventory estimates.

' yOSNIFAyde A& y2i SELSOGSR G2 KIFI@S | O2yaARSNIOf
indeed present in all emission estimates, in some casesgi@at degree especially for norfCQ gases

in developing countries. At an aggregate global scale, however, this indicator accurately depicts the

overall direction and magnitude of GHG emission trends over time, and hence the overall conclusions
inferred from the data are solid.

10.Sources of Variability

On a national or global scale, ydaryear variability in GHG emissions can arise from a variety of factors

such as economic conditions, fuel prices, and government actions. Overall, variability is ratedxpe

KFEgS + O2yaARSNIOGES AYLIOGU 2y GKAA AYRAOIFG2NNDa 02
11. Statistical/Trend Analysis

This indicator does not report on the slope of the apparent trends in global GHG emissions, nor does it
calculate the statistical significance of these tremik S aYSeé t 2Ayia¢é RSAONAOGS LIS

between 1990 and the most recent year of datan endpointto-endpoint comparison, not necessarily
a trend line of best fit.

12.Data Limitations

Factors that may impact the confidence, application, or conclusicasmfrom this indicator are as
follows:
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1. This indicator does not yet include emissions of GHGs or other radiatively important substances
that are not explicitly covered by tHeNFCC@&nd its subsidiary protocol. Thus, it excludes such
gases as those contted by the Montreal Protocol and its Amendments, including
chlorofluorocarbonsaind hydrochloofluorocarbons. Although some countries report emissions
of these substanceshe origin of the estimates is fundamentally different from those of other
GHG, andtherefore these emissionsannot be compared directly with the other emissions
discussed in this indicator.

5. This indicator does not include aerosols and other emissions that affect radiative forcing and
that are not welmixed in the atmosphere, such agdfate, ammonia, black carbon, and organic
carbon. Emissions of these compounds are highly uncertain and have qualitatively different
effects from the six types of emissions in this indicator.

6. This indicator does not include emissions of other compourglgh as carbon monoxide,
nitrogen oxides, nonmethane volatile organic compounds, and substances that deplete the
stratospheric ozone layerg KA OK AYRANBOGt & T FTFSOG GKS 91 NIKQ3
altering GHG concentrations, changing the rdfléty of clouds, or changing the distribution of
heat fluxes).

7. This indicator does not account for emissions associated with land useysanchange, and
forestry.

8. ¢KAA AYRAOIFIG2NI R2Sa y23G | 002dzy i ¥F2NJ wnddad dzNJ f €
soils, termites, and volcanoes.

9. Global emission data for ne@Q GHGs are available only at fiyear intervals. Thus, Figures 1
and 2 show data for only four points in time: 1990, 1995, 2000, and 2005.
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Atmospheric Concentrations of Greenhouse Gases
I ———

Identification

1. Indicator Description

This indicatodescribes how the levels of majgreenhouse gases (GH®@s}he atmosphere have
changedover geologicalitne and in recent years. Changes in atmospheric GHGs, in part caused by
human activities, affect the amount of energy held in the Eatthosphere system and thus affect the
9 NI KQa OfAYIF{iSo

Components of this indicator include:

¢ Global atmosphericoncentrations of carbon dioxide over time (Figure 1)

¢ Global atmospheric concentrations of methane over time (Figure 2)

e Global atmospheric concentrations of nitrous oxide over time(Figure 3)

¢ Global atmospheric concentrations of selected halogenated gasastine (Figure 4)

2. Revision History

April 2010: Indicator posted

December 2011: Updated with data through 2010
May 2012: Updated with data through 2011

July 2012: Added nitrogen trifluoride to Figure 4

Data Sources

3. Data Sources

Ambient concentration dat used to develop this indicator were taken from the following sources:
Figure 1. Global Atmospheric Concentrations of Carbon Dioxide Over Time

e EPICA Dome C, Antarctiepproximately647,426 BC to 411,548 BGiegenthaler et al. (2005)

e Vostok Station, Alarctica:approximatelhy415,157 BC to 339 B@arnola et al. (2003)

e EPICA Dome C, Antarctiapproximately9002 BC to 1515 ADHuckigeret al. (2002)

e Law Dome, Antarctica, Aear smoothedapproximatelyl010 AD to 1975 ADEtheridge et al.
(1998)

¢ Siple Staon, Antarcticaapproximatelyl744 AD to 1953 ADNeftel et al. (1994)

e Mauna Loa, Hawaii: 1959 AD tol20ADr NOAA (2012a)

e Barrow, Alaska: 1974 AD toPDAD, Cape Matatula, American Samoa: 1976 AD tbl128D,
South Pole, Antarctica: 1976 AD tal2ADr NOAA (2012c)

e Cape Grim, Australia: 1992 AD to 2006 8betland Islands, Scotland: 1993 AD to 2002 AD
Steele et al. (2007)
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e Lampedusa Island, Italy: 1993 AD to 200@ Alhamard et al. (2001)
Figure 2. Global Atmospheric Concentrations of Methane Over Time

e EPICA Dome C, Antarctiapproximately646,729 BC to 1888 AlSpahni et al. (2005)

e Vostok Station, Antarcticapproximately415,172 BC to 346 BQetit et al. (1999)

e Greenland GISP2 ice coegaproximately87,798 BC to 8187 BByrd Station, Antarctica:
approximately85,929 BC to 6748 BGreenland GRIP ice coepproximately46,933 BC to 8129
BQ Blunier and Brook (2001)

e EPICA Dome C, Antarctiapproximately8945 BC to 1760 ADHuckigeret al. (2002)

e Law Dome, Antarcticapproximatelyl008 AD to 1980 ADarious Greenland locations:
approximatelyl075 AD to 1885 ADEtheridge et al.Z002

e Greenland Site &ipproximatelyl598 AD to 1951 ADWDCG@®&2005

e Cape Grim, Australia: 1984 AD tdlQCACr NOAA (2011b)

e Mauna Loa, Hawaii: 1987 AD tol20ADr NOAA (2012b)

e Shetland Islands, Scotland: 1993 AD to 2001 &i2ele et al. (2002)

Figure 3. Global Atmospheric Concentrations of Nitrous Oxide Over Time

e Greenland GISP2 ice coegaproximatelyl 04,301 BG@o 1871 ADTaylor Dome, Antarctica:
approximately30,697 BC td97 BE& Sowers et al.2003

e EPICA Dome C, Antarctiagproximately9000 BC to 1780 ADFlickigeret al. (2002)

e Antarctica:approximatelyl756 AD to 1964 ADMachidaet al (1995

e Antarctica:approximatelyl903 AD to 1976 ADBattle et al. (1996)

e Cape GrimAustralia: 1979 AD to 20 ADt AGAGE (2012)

e South Pole, Antarctica: 1998 AD tal2AD, Barrow, Alaska: 1999 AD toPDAD Mauna Loa,
Hawaii: 2000 AD to 20 ADt NOAA (2012d)

Figure 4. Global Atmospheric Concentrations of Selected Halogenated Gase201978

Globalaverageatmospheric concentration data for selecthdlogenated gasesere obtained from the
following sources:

¢ National Oceanic and Atmospheric Administration (NOAA, 2011a) for-hdbh
e Weiss et al. (2008) and Arnold et al. (2012) for nitrogen trifluoride.
¢ Advanced Global Atmospheric Gases Experiment (AGAGE, 2011) for all other species shown.
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4. Data Availability

The data used to develdpigures 1, 2, and 3 diis indicator are publicly available and can be accessed
from the references andebsites listed irSection 3There areno known confidentiality issues.

Data for Figure 4 were provided in spreadsheet form by Dr. Ray Wang of the AGAGE project team and
Dr. Stephen Montzka of NOAA. AGAGE and NOAA welbgite§dgage.eas.gatechau/ and
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http://agage.eas.gatech.edu/

www.esrl.noaa.gov/gmd/hat9/provide access to underlying statispecific data and selected averages,
but not all of the global averages that are shown in Figure 4. Nitrogen trifluddtieare based on
measurements that were originally published by Weiss et al. (2008), an additional set of 2011
measurements published in Arnold et al. (2012), and a correction factor in Arnold et al. (2012) that EPA
applied to the earlier data.

Methodology

5. Data Collection

This indicator shows trends in atmospheric concentrations of several iB&@&ghat enter the

atmosphere at least in part because of human activities: carbon dioxidg, (@€thane (CkJ, nitrous

oxide (NO), and selected halenated @ses. This indicator aggregates comparable, fjghlity data

from individual studies that each focused on different locations and time frames. Recent data (since the
mid-20" century) come from global networks that use standard monitoring techniques &smve the
concentrations of gases in the atmosphere. Older data come from icetcepifically, measurements

of gas concentrations in air bubbles that were trapped in ice at the time the ice was formed. Scientists
have spent years developing and refinmgthods of measuring gases in ice cores as well as methods of
dating the corresponding layers of ice to determine their age. Ice core measurements are a widely used
method of reconstructing the composition of the atmosphere before the advent of direcitoromg
techniques.

This indicator presents a compilation of data generated by numerous sampling programs. The citations
listed inSection Jescribe the specific approaches taken by gagram Gases are measured by mole
fraction relative to dry air

Most of the GHGs presented in this indicator are considered to beme#id globally, due in large part

to their long residence times in the atmosphere. Thus, while measurements over geological time tend to
be available only for regions where ice cores ba collected (e.g., the Arctic and Antarctic regions),

these measurements are believed to adequately represent concentrations worldwide. Recent
monitoring data have been collected from a greater variety of locations, and the results show that
concentratons and trends are indeed very similar throughout the world, although relatively small
variations can be apparent across different locations.

Most of the gases shown in Figure 4 have been measured around the world numerous times per year.
One exception isitrogen trifluoride, for which measurements are not yet widespread. The curve for
nitrogen trifluoride in Figure 4 is based on measurements of six air samples collected at Trinidad Head,
California, between 1998 and 2008, and a series of measuremehgs &illa, California. in 2011.
Measurements of air samples collected before 1998 have also been made, but they are not included in
this figure because of larger gaps in time between measurements. Northern Hemisphere concentrations
of this gas are expectdd be slightly higher than the global average because of the distribution of
sources particularly the electronics industry.

Nitrogen trifluoride was measured via tiedusa gas chromatography with mass spectrometry (GCMS)
system, with refinementslescribal in Weiss et al. (2008) and Arnold et al. (20MR)le fractions of the

20KSNJ) KIf23SylIGdSR 31 asSa gSNB O2ff SOGSR @Al ! DI D9Q
employed by NOAA.
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6. Indicator Derivation

EPA obtained and compiled data from the various GH&somement programs and plotted these data

in graphs. Figures 1, 2, and 3 plot data at annual or lower resolution; with ice cores, consecutive data
points are often spaced many years apart. Figure 4 plots data adrsoulal intervals. EPA used the data
exadly as reported by the organizations that collected them, with the following exceptions:

e Some of the recent time series for £CH, and NO consisted of monthly measurements. EPA
averaged these monthly measurements to arrive at annual values to plo¢igraphs. A few
years did not have data for all 12 months. If at least nine months of data were present in a given
year, EPA averaged the available data to arrive at an annual value. If fewer than nine monthly
measurements were available, that year wasladed from the graph.

e Some ice core records were reported in terms of the age of the sample or the number of years
before present. EPA convertthese dates into calendar years.

o A few ice core records had multiple values at the same point in timeti@.or more different
measurements for the same year). These values were generally comparable and never varied by
more than4.8percent. In such cases, EPA averaged the values to arrive at a single atmospheric
concentration per year.

¢ Although measurementlave been made of nitrogen trifluoride in air samples collected before
1998, EPA elected to start the nitrogen trifluoride time series at 1998 because of large time gaps
between measurements prior to 1998.

Figures 1, 2, and 3 label each trend line acewydo the location where measurements were collected.
No methods were used to portray data for locations other than where measurements were made.
However, the indicator does imply that the values in the graphs represent global atmospheric
concentrations anappropriate assumption becausiee gases covered by this indicator have long
residence times in the atmospheasdare considered to be wethixed.In the indicator text, the Key
Points refer to the concentration for the most recent year available. ki dagre available for more than
one location, the text refers to the average concentration across these locations.

Figure 4 presents one trend line for each halogenated gas, and these lines represent average
concentrations across all measurement sitepigslly worldwide, except for nitrogen trifluoride as

noted in Section 5). These data represent monthly average mole fractions for each species, except for
nitrogen trifluoride, which relies on a smaller number of individual samples

Data are available for additional halogenated species, but to make the most efficient use of the space
available, EPA selected a subset of gases that are relatively common, have several years of data
available, show marked growth trends (either positivenegative), and/or collectively represent most

of the major categories of halogenated gases. The inclusion of nitrogen trifluoride here is based on
several factors. Although nitrogen trifluoride has relatively fewer measurements available, the data are
representative of atmospheric concentrations in the Northern Hemisphere. Like perfluoromethane (PFC
14 or CF), perfluoroethane (PRCl60r GFs), and sulfur hexafluoride, nitrogen trifluoride is a widely
produced, fully fluorinated gas with a very high @ar global warming potential (17,200) and a long
atmospheric lifetime (740 years). Nitrogen trifluoride has experienced a rapid increase in emissions (i.e.,
more than 10 percent per year) due to its use in manufacturing semiconductors, flat screen diapthys
thin film solar cells. It began to replace perfluoroethane in the electronics industry in the late 1990s.
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To examine the possible influence of phasé and substitution activities under the Montreal Protocol
on Substanceshat Deplete the Ozone Ley EPA divided Figure 4 into two panels: one for substances
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No attempt was made to project concentrations backward before the beginning of the ice core record
(or the stat of monitoring, in the case of Figure 4) or forward into the future.

7. Quality Assurance and Quality Control

The data for this indicator have generally been taken from carefully constructedy@eewed studies.
Quiality assurance and quality control pezlures are addressed in the individual studies, which are cited
in Section 3Additional documentation of these procedures can be obtained by consulting with the
principal investigators who developed each of the data sets.

Analysis

8. Comparability Over Time and Space

Data have been collected using a variety of methods over time and space. However, these
methodological differences are expected to have little bearing on the overall conclusions for this
indicator. The concordance of trends among multiple dats collected using different program designs
provides some assurance that the trends depicted actually represent atmospheric conditions, rather
than some artifact of sampling design.

The gases covered in this indicator are all {wgd GHGs that areslatively evenly distributed globally.
Thus, measurements collected at one particular location have been shown to be representative of
average concentrations worldwide.

9. Sources of Uncertainty

Direct measurements of atmospheric concentrations, which capproximately the last 50 years, are
of a known and high quality. Generally, standard errors and accuracy measurements are computed for
the data.

For ice core measurements, uncertainties result from the actual gas measurements as well as the dating
of each sample. Uncertainties associated with the measurements are believed to be relatively small,
although diffusion of gases from the samples might also add to the measurement uncertainty. Dating
accuracy for the ice cores is believed to be within plusimus 20 years, depending on the method

used and the time period of the sample. However, this level of uncertainty is insignificant when
considering that some ice cores characterize atmospheric conditions for time frames more than 100,000
years ago. The minal scientific publications (see Section 3) provide more detailed information on the
estimated uncertainty within the individual data sets.

Visit the Carbon Dioxide Information Analysis Center (CDIAC) website
(http://cdiac.esd.ornl.gov/by new/bysubjec.html#atmosphérfor more information on the accuracy
of both direct and ice coreneasurements
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Overall, the concentration increase in GHGs in the past century is far greatethte estimated
uncertainty of the underlying measurement methodologies. Otherwise stated, it is highly unlikely that
the concentration trends depicted in this indicator are artifacts of uncertainty.

10.Sources of Variability

Atmospheric concentrations @HGs vary with both time and space. However, the data on atmospheric
GHG concentrations have extraordinary temporal coverage. For carbon dioxide, methane, and nitrous
oxide, concentration data span several hundred thousand years; and for the halogenatsq data

span virtually the entire period during which these largely synthetic gases were widely used. While
spatial coverage of monitoring stations is more limiteghst of theGHGgresented in this indicator are
considered to be welnixed globdl, due in large part to their long residence tisi@a the atmosphere.

11. Statistical/Trend Analysis

This indicator presents a time series of atmospheric concentrations of GHGs. No statistical techniques or
analyses were used to characterize the ldagn trendsor their statistical significance.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. This indicator does not track water vapor because of its spatial and temporal variahilitarH
activities have only a small direct impact on water vapor concentrations, but there are
indications that increasing global temperatures are leading to increasing levels of atmospheric
humidity (Dai et a].2011)

2. Some radiatively important atmosphetonstituents that are substantially affected by human
activities (such as tropospheric ozone, black carbon, aerosols, and sulfates) arelumbtd in
this indicator because of their spatial and temporal variability.

3. Ice core measurements are not takenreal time, which introduces some error into the date of
the sample. Dating accuracy for the ice cores ranges up to plus or minus 20 years (often less),
depending on the method used and the time period of the sample. Diffusion of gases from the
samples, wich would tend to reduce the measured values, could also add a small amount of
uncertainty.
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Climate Forcing

Identification

1. Indicator Description
This indicatomeasures the levels of greenhouse ga&klGs)n the atmospherédetween 1979 and

20100 F ASR 2y GKSANI FoAfAde G2 RSlitszieSefldtdinteddnual y G KS
Greenhouse Gas Index.

2. Revision History

April 2010: Indicator posted
December 2011: Indicator updated with data through 2010
October2012: Indicator updated with data through 201

Data Sources

3. Data Sources

GHG concentrations are measured by a cooperative global network of monitoring stations overseen by
the National Ocea@d I YR ! G Y2ALIKSNRAO ! RYAYA&AUNI GA2YyQa o6bh! ! Q
(ESRL) he indicator uses measurements2if GHGs.

4. Data Availability

¢ KAA& AYRAOI (2 NAnRual GieénboS8sk Ga hdek (AGE1)MaEl values of the AGGI (total
and lroken down by gas) are posted online atvw.esrl.noaa.gov/gmd/aggi/along with definitions
and descriptions of the dat&PA obtained data fromm h | | Q & wehki f A O

The AGGI is based on data from moriitg stations around the world. Most of these data were

collected as part of the NOAA/ESRL cooperative monitoring network. Data files from these cooperative
stations are available online atww.egl.noaa.gov/gmd/dv/ftpdata.htmlUsers can obtain station
metadata by navigating tavww.esrl.noaa.gov/gmd/dv/site/viewing a list of stations, and then

selecting a station of interest.

Methane data prr to 1983 are annual averages from Etheridge et al. (1998). Users can download data
from this study athttp://cdiac.ornl.gov/trends/atm_meth/lawdome_meth.html
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Methodology

5. Data Collection

This indicator is based on measurements of the concentrations of varioudivedgGHGs in ambient
air. These measurements have been collected following consistenphégiision techniques that have
been documented in peeteviewed literature.

¢tKS AYRAOIG2NI dzaSa Y S| & dzNBohérGHGs. TheiveTnajd GHGs Yok tids2 NE D
indicator are carbon dioxide (GPmethane (Ck), nitrous oxide (BD), and two chlorofluorocarbons:

CFEl1 and CRC2. According ttNOAA these five GH&account for about®percent of the increase in

direct radiative forcing by lonlived GHGs since 1750. The othBrghses are CFI13, carbon

tetrachloride (CGJ, methyl chloroform (C¥CJ), HCF22, HCFQ41b, HCRC42b,HFC23, HFEL25,
HFG134a,HRC143a,HFG152a, sulfur hexafluoride (§Fhalorr1211, haloAl301, and halo2402.

a2yAl2NRAy3 aillGAz2yad Ay bh! ! godutsd §lobdl clesrbair gitesN] O2f f SO
although not all sites monitor for all the gases of interest. Monitgiites include fixed stations on land

as well as measurements atdegree latitude intervalalongspecificship routesn the oceans.

Monitoring stations collect data at least weekly. These weekly measurements can be averaged to arrive

at an accurate reqesentation of annual concentrations.

For a map of monitoring sites in the NOAA/ESRL cooperative network, see:
www.esrl.noaa.gov/gmd/aggFor more information about the global monitoring network and a link to
Fy AYGSNI OGA@GS YI Liwwass SoadbdowWgm@dy/sits SoaAidsS Fdy

6. Indicator Derivation

From weekly station measurements, N® calculated a global average concentration of each gas using a
smoothed northsouth latitude profile in sine latitude space. NOAA averaged these weekly global values

over the course of the year to determine an annual average concentration of each g49.83r

methane measurements came from stations outside the NOAA/ESRL network; these data were adjusted

G2 bh! 1 Qa OFtAONIrdGA2Yy &0FIfTS 0ST2NBE 060SAy3 Ay O02NLRN.

Next, NOAA transformed gas concentrations iatoindex based on radiative fong These calculations

F O02dzyit F2NJ GKS FI OG0 GKFG RAFFSNBYyd 3IlrasSa KIS RA
NOAA determined the total radiative forcing of the GHGs by applying radiative forcing factors that have

been scientifically eablished for each gas based on its global warming potential and its atmospheric

lifetime. These values and equations have been recommended by the Intergovernmental Panel on

Climate Change (IPCC) (2001). In order to keep the index as accurate as pdsdible™Na NI RA L G A @S
forcing calculations considered only direct forcing, not additional mddekendent feedbacks such as

those due to water vapor and ozone depletion.

NOAA compared preseigiay concentrations with concentrations circa 1750 (i.e., beforesthe of the
Industrial Revolution), and this indicator shows only the radiative forcing associated withcthasen
concentrations since 1750. In this regard, the indicator focuses only on the additional ratbating
that has resulted from humamfluenced emissions of GHGs.
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Figure 1 shows radiative forcing from the selected GHGs in units of watts per square meter. This forcing
value is calculated at the tropopause, which is the boundary between the tropos@nd the

stratosphere. Thus, the square meter term refers to the surface area of the sphere that contains the
Earth and its lower atmosphere (the troposphere). The watts term refers to the rate of energy transfer.

The data provided to EPA by NO&lsodescriberadiative forcing iterms of theAGGI This unitless
indexis formally defined as the ratio of radiative forciimga given yeacomparedwith a base year of
1990, which was chosen because 1990 is the baseline year for the Kyoto Protocol9808us,skt to a
total AGGI value of An AGGI scale appears on the right side of Figure 1.

bh! ! Qa Y2yAlG2NRAYy3 ySig2N] RAR y20 LINRPGDARS &adzFFAOA
made to project the indicator backward before that start date.dtt@mpt has been made to project
trends forward into the future, either.

¢tKA&d AYRAOFG2NI Oy 06S NXO2yaidNHzOGSR FNRY Llzmf A Of e
(www.esrl.noaa.gov/gmd/agpprovides a compte explanation of how to construct the AGGI from the
FdFAflrofS O2yOSYyidNI GA2Y RIFGFX AyOfdzZRAya NBEFSNByOS
contribution to radiative forcing. See Hofmann et al. (2006a) and Hofmann et al. (2006b) for more

information about the AGGI and how it was constructed. See Dlugokencky et al. (2005) for information

on special steps that were taken to adjustprapy o YSGKFyS RFEGF G2 bh! ! Qa OF f

7. Quality Assurance and Quality Control
The online documentation fohe AGGI does not explicitly discuss quality assurance and quality control

LINE OSRAzNB & d b h! | Q3&relieyddard aubliheKin the sdeftfio/iterniE S halvever
(see Hofmann et al., 2006a and 2006b), and users should have confidencejiratitg of the data.

Analysis

8. Comparability Over Time and Space

With the exception of prdd983 methane measurements, all data were collected through the

NOAA/ESRL global monitoring network with consistent techniques over time and spa&88Bre

methane neasurements came from stations outside the NOAA/ESRL network; these data were adjusted

G2 bh! 1 Qa OFtAONIrdGA2Yy &0FItTS 0ST2NBE 060SAy3 Ay O02NLRN.

The data for this indicator have been spatially averaged to ensure that the final valuefoyeasr
accounts for all of the original measurements to the appropriate degresul® are considered to be
globally representative, which is an appropriate assumption bectngsgases covered by this indicator
have long residence times in the atmosphandare considered to be wethixed. Althougthere are
minor variations amongampling locatios the overwhelming consistency among sampling locations
indicates that extrapolation from these locations to thebal atmosphere is reliable.

9. Sources of Uncertainty

This indicator is based on direct measurements of atmospheric concentrations of GHGs. These
measurements are of a known and high quality, collected by aestdblished monitoring network.
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bh! I Qawebsiielides not present expliaincertainty values for either the AGGI or the underlying
data, but exact uncertainty estimates can be obtained by contacting NOAA.

The empirical expressions used for radiative forcing are derived from atmospheric radiative transfer
models and generally @ an uncertainty of about 10 percent. The uncertainties in the global average
concentrations of the londgjved GHGs are much smaller, according to the AeBdite documentation

at: www.esrl.noaa.gov/gmd/aggi

Uncertaintyis expected to have little bearing on the conclusions for several reasons. First, the indicator
is based entirely on measurements that have low inherent uncertainty. Second, the increase in GHG
radiative forcing overecent years is far greater than the estimated uncertainty of underlying
measurement methodologies, and it is also greater than the estimated 10 percent uncertainty in the
radiative forcing equations. Thus, it is highly unlikely that the trends depiottds indicator are

somehow an artifact of uncertainties in the sampling and analytical methods.

10.Sources of Variability

Collecting data from different locations could lead to soragablity, but this variability is expected to
have little bearing onkhe conclusions. Scientists have found general agreement in trends among
multiple data sets collected at different locations using different program designs, providing some
assurance that the trends depicted actually represent atmospheric conditions, rhtheisome artifact
of sampling design.

11. Statistical/Trend Analysis

The increase in GHG radiative forcing over recent years is far greater than the estimated uncertainty of
underlying measurement methodologies, and it is also greater than the estimatpdrtént

uncertainty in the radiative forcing equations. Thus, it is highly likely that the trends depicted in this

indicatorr OO dzNJ (1St & NBLINBaAaSyd OKIFIy3dISa Ay (GKS 9FNIKQa I

12.Data Limitations

Factors that may impact the confidence, application,mraiusions drawn from this indicator are as
follows:

1. The AGGI and its underlying analysis do not provide a complete picture of radiative forcing from
the major GHGs because they do not consider indirect forcing due to water vapor, ozone
depletion, and otler factors. These mechanisms have been excluded because quantifying them
would require models that would add significant uncertainty to the indicator.

2. This indicator does not include radiative forcing due to shdlitesd GHGs and otheadiatively
important atmospheric constituents such as black carbon, aerosols, and sulRe#isctive
aerosol particles in the atmosphere can reduce climate forcing, for example, while tropospheric
ozone can increase it. Thespatially heterogeneous, shotived climate brcing agents have
uncertain global magnitudes anbusare notincludedt y b h ! ! t@@ainfaiyf &c8ukacy.
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U.S. and Global Temperature

Identification

1. Indicator Description

This indicator describeshangesn average air temperature for the United States and the world from
1901 to 2011In this indicator, émperature data are presented as trends in anomakdéstemperature
is an importantcomponent of climateand clanges in temperature can have widenging direct and
indirect effects orthe environment and society

Components of this indicator include:

¢ Changes in temperature in the contiguous 48 states over time (Figure 1)
¢ Changes in temperature worldwide over time(Figure 2)
¢ A map showing rates eémperature change across the United States (Figure 3)

2. Revision History

April 2010: Indicator posted
December 2011: Updated with data through 2010
May 2012: Updated with data through 2011

Data Sources

3. Data Sources

This indicator is based damperatureanomaly data provided by the National Oceanic and Atmaospheric
' RYAYAAUNFGA2Yy Q& oO0bh! ! Qa0 bldA2y It [/ EAYFGAO 511Gt

4. Data Availability

The longterm surface time series in Figures 1, 2, and 3 vpeowzidedto EPAyy NOARNCDC. NCDC
calculatedthesetime series based on monthly values franset of NCD@aintained databases: the

U.S. Histrical ClimablogyNetwork (USHCNjersion 2the GlobaHistorical ClimailogyNetworkg

Monthly (GHCNM) Version3.1 (for global time series), and GHOBlily Version 2.92 (for Alaska and

Hawaii maps)These databasesan be accessed onlin€o supplement Figures 1 and 2, EPA obtained

satellited 8 SR YSIF AdzZNBYSyda FTNRY b/ 5/ Q& LlzftAO0 6S0aArisSd
Contiguous 48 States (Sac€)

Underlying temperature data for the contiguous 48 states come flioenUSHCNCurrently the data

are distributed by NCD@&h various computer medig.g.,anonymous=TP sites), witho confidentiality

issues limihg accessibilityUsers canimk tothe data online at:
www.ncdc.noaa.gov/oa/climate/research/ushcn/#acceAppropriateY SG F RF G | flésaréd NS RY S
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appended to the dataf-or example, ee:
ftp://ftp.ncdc.noaa.gov/pub/data/ushcn/v2/monthly/readme.txt

Alaska, Hawaii, and Global (Surface)

GHCN temperature data can be obtained from NCDC over the Web or via anonymous FTP. This indicator

is specifically based on a combined global lmed temperature data set that can be obtained from:
www.ncdc.noaa.gov/ghcnm/v3.phThere are no known confidentiality issues that limit access to the
data sef and the data are accompanied by metadata.

Satellite Data

9t ! 20Ul AYySR (KS alrdStftAaidsS GNBYRa FNRBY b/ 5/ Q&
www.ncdc.noaa.gov/oa/climate/research/msu.html

Methodology

5. Data Collection

This indicator is based on temperature measurements. The global portion of this indicator presents
temperatures measured over larmhdsea, while the portion devoted to the contiguous 48 states shows
temperatures measured over land only.

Surface data for this indicator were compiled frahusands of weather stations throughout the United
States and worldwide using standard meteorological instrumddésa for the contiguous 48 states

were compiled in the USHCN. Data for Alaska, Hawaiithenekst of the world were taken from the
GHCN. Both of these networks are overseen by NOAA and have been extensively peer reviewed. As
such, they represent the most complete letegm instrumental data sets for analyzing recent climate
trends. More infomation on these networks can be found below.

Contiguous 48 States (Surface)

USHCN/ersion 2 containmonthly averaged maximum, minimum, and mean temperatlaiga from
approximately 1,208tations within thecontiguous 48&tates. The period of record vags for each

station but generally includemost of the 28' century. One of the objectives in establishing the USHCN
was to detect secular changes of regional rather than lolialate. Thereforestationsincluded in the
network are only thosdelieved tonot be influenced to any substantial degree by artificial changes of
local environments. @ne of the stations in the WECN are firsbrder weatherstations, but the majority
are selected from U.S. cooperative weather stations (approximat@9®in the Wited States). Tbe
included in the USCN, a station had to meet certain criteria fecord longevitydata availability
(percentage ohvailablevalueg, spatial coverageandconsistency of location (i.eexperiening few
station changels An additional criterion, which sometimes compromised the preceding criteria, was the
desire to have a uniform distribution of stations across the United Staiekided with the data set are
metadata files that contain information about station movestrumentation, observing times, and
elevationb h ! | Q& @&onads.ilo&a.qov/oal/climate/research/ushprovides more information
about USHCN data collection
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Alaska, Hawaii, and Globgurface)

GHCMM Version 3.1 contains monthly climate data from weather stations worldwittethly mean
temperature dataare availabldor 7,280 stationswith homogeneityadjusted dateavailablefor a
subset (5,206 mean temperature statign®ata wereobtained from many types of stations. For the
global component of this indicator, the GHCN ldrased data were merged with an additional set of
longterm sea surface temperature data; this merged product is called steneledreconstructedsea
surfacetemperature(ERSST) data set, Version #3b (Smith et al., 2008).

NCDC has published documentation for the GHCN. For more information, including data sources,
methods, and recent improvements, se@vw.ncdcnoaa.gov/ghcnm/v3.phjand the sources listed
therein. Additional background on thmerged landsea temperature data set can be found at:
www.ncdc.noaa.gov/cnmiiag/anomalies.html

SatelliteData

In Figures 1 and 2, surface measurements have been supplemented with shizdiéd measurements

F2N) GKS LISNA2R FTNBY MdpTd G2 HA MM PpolarsrBitingsatallited St £ A G S
which take measurements across the entirelgdoSatellites equipped with the necessary measuring

equipment have orbited the Earth continuously since 1978, but 1979 was the first year with complete

data. This indicator uses measurements that represent the lower troposphere, which is defined here as

tkS tFre8SNI2F G(GKS GY2aLKSNBE SEGSYRAY3I FNRBY GKS 9 N

bh! ! Qa al iStfAGSa dzast(MBE® meadu@ B igténgitdof hidrazgvBR A y 3 !
radiationI A @Sy 2FF o0& @I NR 2 dzA ré. The iSidhbityoRrabliatiorkisSpropoktidhEl K Q& |
to temperature which can therefore be determined through correlations and calculations. NOAA uses
different MSU channels to characterize different parts of the atmosphere. Note that since 1998, NOAA

has useda newer version of the instrument called the Advanced MSU.

[atN

For more information about the methods used to collect satellite measurements, see:
www.ncdc.noaa.gov/oa/climate/research/msurt and the references cited therein.

6. Indicator Derivation

Surface Data

NOAA calculated monthly temperature means for each site. In populating the USHCN and GHCN, NOAA
adjustedthe datato remove biases introduced liifferences in thdime of observation NOAA also

employed a homogenization algorithm to identify and correct for substantial shifts indoald data

that might reflect changes in instrumentation, station movesuidranization effectsThese adjustments

were performed according to publisiepeerreviewed methodsFor more information on these quality
assurance and error correction procedures, see Section 7.

In this indicator, @mperature data are presented as trends in anomalies. An anomaly represents the

difference between an observed & and the corresponding value from a baseline period. This

indicator uses a baseline period1¥01 to 2000. The choice of baseline penatl not affect the shape

or the statistical significance of the overall trend in anomalies. For temperature (@dsosiomalies), it

2yfe Y20Sa G(GKS GNBYR dzLJ 2NJ R2gy 2y GKS 3INI LK Ay N
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To generate the temperature time serid¢QAA convertetheasurements into monthly anomalies in
degrees Fahrenheit. The monthly anomalies then were averagddteyminean annual temperature
anomaly for each year.

To achieve uniform spatial coverage (i.e., not biased toward areas with a higher concentration of
YSFAdzZNAY3I adGrtrdAz2yaos bh!! | @SNF3ISR Fy2YlFfASa gAGK
sets. The graph for the contiguous 48 states (Figure 1) and the map (Figure 3) are based on an analysis

using grid cells that measure 2.5 degrees latituge3lb degrees longitude. The global graph (Figure 2)

comes from an analysis of grid cells measuring 5 degrees by 5 degrees. These particular grid sizes have

been determined to be optimal for analyzing USHCN and GHCN climate data; see:
http://www.ncdc.noaa.gov/oa/climate/research/ushcn/gridbox.htrfdr more information.

CA3ddzNBa&a ™M YR H aK2g¢g (G(NBYRa FTNRBY mopanm G2 HamMmI o
data are avdable for some stations, 1901 was selected as a consistent starting point.

The map in Figure 3 shows letegm rates of change in temperature over the United States for the
period 190%2011 except for Alaska and Hawaii, for which widespread and retiiatdecollection did

not begin until 1918 and 1905, respectively. A regression was performed on the annual anomalies for
each grid cell. fends were calculated only in those grid cells for witiata were available for at least 66
percent of the years duripthe full period of recordThe slope of each trend (rate of temperature

change per year) wasalculated from the annual time series by ordinary lesptiares regressioand

then multiplied by 100 to obtain a rate per centuNo attempt has been made foortray data beyond

the time and space in which measurements were made.

Satellite Data

bh! ! Qa aldSttAGSa YSIFadaNE YAONRGI PGS NIRAFGAZ2Y |
temperature and adjusted fdime-dependent biasesising a set of algithms. Various experts

recommend slightly different algorithms. Accordingly, Figure 1 and Figure 2 show globally averaged

trends that have been calculated by two different organizatidhe:Global Hydrology and Climate

Center at the University of AlabanraHuntsville (UAHAINdRemote Sensing Systems (RE&) more

information about the methods used to convert satellite measurements to temperature readings for

various layers of the atmosphere, seavw.ncdc.noaa.gov/oa/climate/research/msu.htaihd the

references cited therein. Both the UAH and RSS data sets are based on updated versions of analyses that
have been published in the scientific literature. For example, see Christy et@0, @ID3), Mears et al.

(2003), and Schabel et al. (2002).

NOAA provided data in the form of monthly anomalies. EPA calculated annual anomalies, then shifted
the entire curves vertically in order to display the anomalies-bigeide with surface anomale

Shifting the curves vertically does not change the shape or magnitude of the trends; it simply results in a
new baselineNo attempt has been made to portray satellibased data beyond the time and space in
which measurements were made. The satellisgadin Figure 1 are restricted to the atmosphere above

the contiguous 48 states.
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7. Quality Assurance and Quality Control

Both the USHCN and the GHCN have undergone extensive quality assurance procddargiyto
errors and biases in the data and eithenrove these stations from the time series or apply correction
factors.

Contiguous 48 States (Surface)

Quiality control procedures for the USHCN are summarized at:
www.ncdc.maa.gov/oa/climate/research/ushcn/#processirtgomogeneity testing and data correction
methods are described inumerouspeer-reviewed scientific papers by NO@ACDC. A series of data
corrections was developed to specifically address potential problertrend estimation of the rates of
warming or cooling in USHGMrsion 2 They include:

¢ Removal of duplicate records

e Procedures to deal with missing data

e Adjusting for banges in observing practices, suctthanges in observation time

e Testing andorrecting for artificial discontinuities in a local station record, which might reflect
station relocation, instrumentation changes, abanization(e.g., heat island effects)

Alaska, Hawaii, and Global (Surface)

QA/QC procedures for GHCN temperatuegadare described in detail in Peterson et al. (1998) and
Menne and Williams (2009), ard: www.ncdc.noaa.gov/ghcnm/v3.phGHCN data undergo rigorous
QAreviews whichinclude preprocessing checks oowrce dataremoval of duplicates, isolated values,
and suspicious streakime series checks that identify spurious changes in the mean and vatience
pairwise comparisongpatial comparisons that verify the accuracy of the climatological mean and the
seasonal cyclend neighbor checks that identify outliers from both a serial and a spatial perspective.

Satellite Data

NOAA follows documented procedures for QA/QC of data from the MSU satellite instruments. For
SEFYLX S 4SS bh! ! Obratichatda OdzaaAirzy 2F a{! OF
www.star.nesdis.noaa.gov/smcd/spb/calibration/msu/msucal.pdfl:
www.star.nesdis.noaa.gov/star/documents/meetings/NIST2008/Zou_MSU _Calibration_20080114.pdf

Analysis

8. Comparability Over Time and Space

Both the USHCN and the GHCN have undergone extensive tesiaegtify errors and biases in the
dataand either remove these stations from the time series or apply scientifically appropriate correction
factors to improve the utility of the data. In particular, these corrections address changes in theftime
day of observation, advances in instrumentati@nd station location changes.
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Contiguous 48 States (Surface)

Homogeneity testing and data correctiorethods are described in more than a dozen pesriewed
scientific papers by NCDQata corrections wre developed to specifically address potential problems in
trend estimation of the rates of warming or daw in the USHCN (see Section 7 for documentation).
Balling and Idso (2002) compare the USHCN data with several surface andmplatasets and sha

that the effects of the various USHCN adjustments produce a significantly more positive, and likely
spurious, trend in the USHCN datacontrast,a subsequent analysiy/ Vose et al. (2003) found that
USHCN station history information is reasonably glete and that the bias adjustment models have
low residual errors.

Further analysis by Menne et al. (20@8pgests that

Xthe collective impact of changes in observatmactice at USHCN stations is
systematic and of the same ordermfagnitude as thdackground climate signal. For
this reason, biaadjustments are essential to reducing the uncertainty in U.S. climate
trends. The largest biases in the HCN are shown to be associatechaitges to the
time of observation and with the widespread changeofrom liquid-in-glass
thermometers to the maximum minimum temperatusensor (MMTS). With respect to
[USHCN] Version leksion 2 trends in maximutemperatures are similar while
minimum temperature trends are somewhsinaler because of an apparent
overcorrection inVersion 1 for the MMT&strument change, and because of the
systematic impact of undocumentexfation changes, which were not addresged
Version 1.

USHCN Version 2 represents an improvement in this regard.

Some observers hawxpressed concerns about other aspects of station location and technology. For
example, Watts (2009) expresses concern that many U.S. weather stations are sited near artificial heat
sources such as buildings and paved areas, potentially biasing tempetratuge over time. In

response to these concerns, NOAA analyzed trends for a subset of stations that Watts had determined
G2 0SS G3a22R 2NJ oSadxe FyR F2dzyR GKS GSYLISNI (dzNB
the full set of USHCN statiof@ww.ncdc.noaa.gov/oa/about/response2.pdf). While it is true that

YIEye al0lidAz2ya FNB y20 2LNAYILIfte f20F0SRZ bh! ! Q&
Peterson (2006) thabund nosignificantbias in longterm trendsassociated with station siting once

bh!! Qa K2Y23aSySAiie FRa2dzadGYSyia KI @S 0SSy | LILX ASRO®

Alaska, Hawaii, and Global (Surface)

The GHCN applied similarly stringent criteria for data homogeneity (like the USHZ8Brito reduce
bias.In acquiring data sets, the original observations were souayid in many cases where bias was
identified, the stations in question were removed from the data set. See Section 7 for documentation.

For data collected over thecean, ontinuous improvement and greater spatial resolution can be
expected inthe coming years, with corresponding updatedhe historical dataFor example, there is a
known bias during the World War Il years (184945), when almost all ocean tempéuee
measurements were collected S Navy ships thatecordedocean intake temperatures, whicdan
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give warmemumbersthan thetechniquesused in other yeard-uture efforts will aim to adjust the data
more fully to account for this bias.

Satellite @ta

bh!! Qa alGSttAlSa O20SNJ GKS SYyGANB 9FNIK gAlK O2y
the results and correct for any biases over time are described in the references cited under Section 7.

9. Sources of Uncertainty

Surface Data

Uncertdnties intemperaturedata increase as one goes back in time, as there are fewer stations early in
the record. However, these uncertainties are not sufficientimalermine thefundamental trends in the
data.

Error estimates are nokadily available for I$. temperature, but they are availalite the global
temperature time serie® { SS GKS SNNERNJ ol NA Ay bh!! Qa 3INILKAO
http://www. ncdc.noaa.gov/sotc/service/dlobal/globEnd-oceanmntp-anom/201001201012.gifIn

general Vose and Menne (2004) suggest that the station density in the U.S. climate network is sufficient

to produce a robust spatial average.

Satellite Data

Methods of inferring tropospheric temperature from satellite data have been developed and refined
over time. Several independent analyses have produced largely similar curves, suggesting fairly strong
agreement and confidence in the results.

Error estimagés for the UAH analysis have previously been published in Christy et al. (2000, 2003). Error
estimates for the RSS analysis have previously been published in Schabel et al. (2002) and Mears et al.
(2003). However, error estimates are not readily availébtehe updated version of each analysis that

EPA obtained in 2012.

10.Sources of Variability

Annual temperature anomalies naturally vary from location to location and from year to year as a result
of normal variation in weather patterns, mulfear climatecycles such as the El Ng®outhern

Oscillation and Pacific Decadal Oscillation, and other factors. This indicator accounts for these factors by
presenting a longerm record (more than a century of data) and averaging consistently over time and
space.

11.Statistical/Trend Analysis

This indicator uses ordinary leasjuares regression to calculate the slope of the observed trends in
temperature, but does not indicate whether each trend is statistically significant. A sirgde t

indicates that some of theliserved trends are significant to a 95 percent confidence level, while others
are not. To conduct a more complete analysis, however, would potentially require consideration of
serial correlation and other more complex statistical factors.
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12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Biasedn surface measurementsay have occurred as a result of changes over time in
instrumentation, measuring procedures (e.g., time of daypy the exposure and location of the
instruments. Where possible, data have been adjusted to account for changes in these variables.
For more information on these corrections, see SectioB@ne scientists believe that the
empirical debiasing models uséaol adjust the data nght themselves introduce noolimatic
biasegqe.g., Pielke et al., 20Q7)

2. Uncertainties insurfacetemperature data increasas one goes back in time, as there are fewer
stations early in the record. However, these uncertainties attesnéficient to mislead the user
about fundamental trends in the data.
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High and Low Temperatures

Identification

1. Indicator Description

This indicator describes trendsunusuallyhot and cold temperatures across the United Staiesr
approximately the last 100 yearSxtreme temperature events like summer heat waves and winter cold
spells can have profound effects on society

Components of this indicator include:

¢ Anindex reflectinghe frequency of extrembeatevents(Figue 1)

e The percentage of land area experiencing unusually hot summer temperatures or unusually cold
winter temperatures (Figures 2 and 3, respectively)

e The proportion of recoreetting high temperatures to record low temperatures over time
(Figure 4)

2. Revision History

April 2010: Indicator posted

December 2011: Updated Figure 1 with data through 2010; combined Figures 2 and 3 into a new Figure

HX YR dzLJRFGSR RFEOGF GKNRdzZAK HammT FRRSR ySg CA3dzN
2 @SaérAK2 IR [ 26 ¢SYLISNI (dzNB A€

February 2012: Updated Figure 1 with data through 2011

March 2012: Updated Figure 3 with data through 2012

October 2012: Updated Figure 2 with data through 2012

Data Sources

3. Data Sources

Index values for Figure 1 wepeovided byDr. Kenneth Kunkel of the National Oceanic and Atmospheric

' RYAYAAUNXGA2Yy Q& oObh! ! Qa0 [/ 22 LISN}, whodshtedaia G0 A Gdz0 S F
analysis that was previously publishedJrs.Climate Change Science Progr@a®08). Data for Figres 2

YR o O02YS FTNRY bht!1 Qa ' d{d /fAYIGS 9EGNBYSa LYRS
published by Meehl et al. (2009).

All components of thigdicatorare based ortemperaturemeasurements fromveather stations
overseen byo h | IN&i@nal Weather Service (NWShese underlying data are maintained by NCDC.
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4. Data Availability

Figure 1 U.S. Annual Heat Wave Index, 18211

Data for thisfigure were provided byDr. Kenneth Kunkel MOAACICSwho performed the analysis
basedondatF NBY b/ 5/ Qa Lzt Adte | drAtroftS RFGFolIasSao

Figures 2 and.3Area of the Contiguous 48 States with Unusually Hot Summer Temperatures (1910
2012) or Unusually Cold Winter Temperatures (k2012)

NOAA has calculated each of the components ofGE¢ and &s made these data files publicly available.

The data founusually hot summer maximum and minimum temperatu@gl steplb and 2f) can be
downloaded fromftp://ftp.ncdc.noaa.mv/pub/data/cei/dk-step-hi.06-08.resultsand:
ftp://ftp.ncdc.noaa.gov/pub/data/cei/dkstep2-hi.06-08.results respectivelyThe data for unusually

cold winter maximum and minimunemperatures (CEI steps 1a and 2a) can be downloaded from:
ftp://ftp.ncdc.noaa.gov/pub/data/cei/dkstepl-lo.12-02.resultsand:
ftp://ftp.ncdc.noaa.gov/pub/data/cei/dkstep2lo.12-02.results respectively! ¢ NS+ RYSé¢ FAE S
(ftp://ftp.ncdc.noaa.gov/pub/data/ce) explains the contents of the data filds.h ! 4 QEl website
(http://www.ncdc.noaa.gov/extremes/ce)/ provides additional descriptions and links, along with a

portal to download or graph various components of the CEl, including the data setsalisteel.

Figure 4 Record Daily High and Low Temperatures in the Contiguous 48 State#50

Ratios of record highs to lows were taken from Meehl et al. (2009) and a press release that accompanied
the publication of that peereviewed study lfttp://www?2.ucar.edu/news/1036/recordhigh-
temperaturesfar-outpacerecordlows-acrossus). For confirmation, EPA obtained the actual counts of

highs andows by decade from Claudia Tebaldi, sacthor of the Meehl et al. (2009) paper.

Underlying Data

NCDC maintains a set of databases that provide public access to daily and monthly temperature records
from thousands of weather stations across the counkgr access to these data and accompanying
YSGFRIFGEZ @A &A bhitphwws ha@c&noad.od/damddShintl G Y

alye 2F GKS 6SI (KSNJ &dbpeintive §bderver RiSgrand(QOImRy@pEte b h | | Q&
data, embedded definitions, and data descriptidosthese stationgan befound online at:
www.ncdc.noaa.gov/doclib/Statespecific data can be found at:
www7.ncdc.noaa.gov/IPS/coop/coop.html;jsessionid=312EC0892FFC2FBB78F63D0OE3ABE®CBC

are no confidentiality issues that may limit accessibiigiditionalmetadata can be found at:
www.nws.noaa.gov/om/coop/

Methodology

5. Data Collection

Systematic collection of weather data in the United States began in the 1800s. Sincelibemvations
have been recorded from 23,000 stations. At any given toheervations are recorded from
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approximately 8,000 stations. Observations are made on an hourly basis, and the maximum and
minimum temperatures are recorded for each-Bdur time span.

bh!! Qa blrdA2yltft 2SIFGKSNI { SNIA OS -orddy $tafians), butIBeNI (0 S &
vast majority of U.S. weather stations drds NJi 2 Gooperativelbserver Program (COQRE

COOP data set represert® core climate network of the hited States (Kunkel et al., 2005).

Cooperative observers include state universities, statdfederal agenciesand private individuals
Observers are trained to collect data following NWS protocols, gagheent to gather these data is
provided and maitained by the NWS.

Data collected by COGiPereferred to as U.S. Daily Surface Data or Summary of the Day data. Variables
that are relevant to this indicator include observations of daily maximum and minimum temperatures.
General informatioraboutthe NWS COOP data set is availablenatw.nws.noaa.gov/os/coop/whais-
coop.html Sampling procedures are described in Kunkel €2AD5 and in the full metadata for the

COOP data set availatde www.nws.noaa.gov/om/coop/

NCDG@ilso maintains a database calléded U.S. Hisbrical Climatology Network (USHCN), which contains
data from a subset of COOP and fiostler weather stations that meet caxin selection criteria and
undergo additional levels of quality control. USHCN contaioisthly averaged maximum, minimum,

and mean temperaturelata fromapproximately 1,20@tations within thecontiguous 4&tates. The

period of record varies for each $ian but generally includesost of the 2 century. One of the
objectives in establishing the HEN was to detect secular changes of regional rather thandbicsdte.
Therefore stationsincluded in this network are only thoselieved tonot be influenced to any
substantial degree by artificial changes of local environmentgeTiacluded in the UECN, a station

had to meet certain criteria farecord longevitydata availability gercentage otwvailablevalueg, spatial
coverage andconsisency of location (i.egxperiening few station changeés An additional criterion,
which sometimes compromised the preceding criteria, was the desire to have a uniform distribution of
stations across the United Statéscluded with the data set are metath files that contain information
about station moves, instrumentation, observing times, and elevatioh.! | Qa4 ¢So0aA G S
(www.ncdc.noaa.gov/oa/climate/research/ushcprovides more informatiombout USHCN data
collection

All four figures use data from the contiguous 48 states. Original sources and selection criteria are as
follows:

¢ Figure 1lis based on stations from the COOP data set that had sufficient data during the period
of record (188¢2011)

e Figures 2 and 3 are based on the narrower set of stations contained within the U&HICINis
0KS &2dz2NDOS 27 | fAdditidhal Selectich 2rivtiabvere apgliad td titede data
prior to inclusion in CEI calculations, as describe@legson et al. (2008n compiling the
temperature components of the CEl, NOAA s&dainly those stations with monthly
temperature data at least 90 percent complete within a given period (e.g., annual, seasonal) as
well as 90 percent complete for thelfyperiod of record.

e InFigure 4 data for the 1950s through 1990s drased on a subset of 2,000 COOP stations that
have collected data since 1950 and had no more than 10 percent missing datiresthe
period from 1950 to 2006. These selection criteniafurther described in Meehl et al. (20Q9)

e In Figure 4, data for the 2000s are based on the complete set of COOP records available from
2000 through September 2009. These numbers were published in Meehl et al. (2009) and the
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accompanying press releadmrjt they do not follow the same selection criteria as the previous
decades (as described above). Counts of record highs and lows using the Meehl et al. (2009)
selection criteria were available, but only through 2006. Thus, to make this indicator astcurren
as possible, EPA chose to use data from the broader set that extends through September 2009.
Using the 20062006 data would result in a high:low ratio of 1.86, compared with a ratio of 2.04
when the fulldecade data set (shown in Figure 4) is considered.

6. Indicator Derivation

Figure 1 U.S. Annual Heat Wave Index, 18211

Data from the COOP data set have been used to calculate annual values for a U.S. Annual Heat Wave
Index In this indicator, heat waves are defined as warm periods of at least four days with an average
temperature (that is, averaged over all four days) exceeding the thresholdoioe-gn-10-year

occurrence (Kunkel et.altl999). The Annual U.S. Heat Wave indea frequency measure of the

number of heat waves that occur each year. A complete explanation of trend analysis in the annual
average heat wave index values, especially trends occurring since 1960, can be found in Appendix A,
Example 2, of).S. Climat€hange Science Program (200®)alytical procedures are described in

Kunkel et al. (1999)

Figures 2 and.3Area of the Contiguous 48 States with Unusually Hot Summer Temperatures (1910
2012) or Unusually Cold Winter Temperatures (k2012)

Figure 2 dthis indicator showthe percentage of the area of the contiguous 48 states in any given year
that experiencedunusually warm maximum and minimum summer temperatures. Figure 3 displays the
percentage of land area that experienced unusually cold maximamanimum winter temperatures.

Figures2 and 3weredeveloped asubsetsob h ! | Q&4 / 9LX |y AyRSE GKFG dzaSa
trends in extreme weather and climat€hese figureare based orcomponens2 ¥ b h ! (lakeéed / 9 L

as Stepla, 1b, 2aand 2b) thatook at the percentage of land area within the contiguous 48 states that
experiencednaximum (Step 1) or minimum (Step 2) temperatures much below (a) or aborer(hal.

NOAA computed the data for the CEI and calculated the percentagecbéitana for each yedry
dividing the contiguous 48 states into alégree by idegree grid and using data from one station per
grid box. This was done to eliminate many of the artificial extremes that resulted from a changing
number of available stationsver time.

NOAA began by averaging all daily highs at a given station over the course of a month to derive a

monthly average high, then performing the same step with daily lows. Next, period (monthly) averages

were sorted and ranked, and values were id&nki SR | & dadzydzadz £ & &1 NWé AT (K
LISNODSYGAES Ay (GKS LISNA2R 2F NBO2NR FT2NJ SIOK adl da
lowest 10" percentile. Thus, the CEI has been constructed to have an expected valupestént for

each of these components based on the historical recddNJ | @ £ dzS 2F wn LISNDOSy
ends of the distribution are added together.

The CEI can be calculated for individuahths,seasons, or an entire year. Figure 2 displdsta for

summer, which the CEI defines as June, July, and August. Figure 3 displays data for winter, which the CEI
defines as December, January, and February. Winter values are plotted at the year in which the season
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ended; for example, the winter from Dember 2010 to February 2011 is plotted at year 2011. This
explains why Figures 2 and 3 appear to have a different starting year, as data were not available from
December 1909 to calculate a winter value for 191@®.smooth out some of the ye&n-year varability,
EPAapplieda ninepoint binomial filter which is plotted at the center of each niyear window. For
example, thesmoothed vale from 20@ to 2010is plotted at year 206. NOAA NCDC recommends this
approach and has used it in the official onlhegorting tool for the CEI.

EPA useéndpoint padding to extenthe nineyear smoothed lines all the way to the ends of the period
of record.As recommended by NCDC, EPA calculated smoothed values as follow2wa2@khe most
recent year with data ailable, EPA calculated smoothed values to be centered &, 2000, 2011,

and 202 by inserting the 202 data point into the equation in place of the-gst-unreported annual

data points for 203 and beyond. EPA used an equivalent approach at the bemgjriithe time series.

The CEI has been extensively documented and refined over time to provide the best possible
representation of trends in extreme weather and climate. For an overview ofMiOWA constructed
Steps 1 and 2 of the CEI, seevw.ncdc.noaa.gov/oa/climate/research/cei/cei.htnThis page provides

a list of references that describe analytical methods in greater detail. In particular, see Gleason et al.
(2008).

Figure 4Record Daily High and Low Temperatures in the Contiguous 48 Statex20®%0

Figure 4 displays the proportion of daily record high and daily record low temperatures reported at a
subset of qualitycontrolled NCDC COOP network stations (except for th&t recent decade, which is

based on the entire COOP network as described in Section 5). As described in Meehl et al. (2009), steps
were taken to fill missing data points witimple averages fromeighboring days with reported values

when there are nanore than two consecutive days missing, or otherwise by interpolatalges at the
closestsurrounding stations.

Based on the total number of record highs and the total number of record lows set in each decade,
aSSKf SG Ffd 6unndO tiodf réc@dinighsioSdRordBdwe EPARG el Besé  NJ-
values to percentages to make the results easier to communicate.

Although it might be interesting to look at trends in the absolute number of record highs and record

lows over time, these values arecorded in a way that would make a trend analysis misleading. A daily
KAIK 2NJ f2¢ A& NBIAAGS NBiRhe tinder even i tNGBrécrlias sinkeToeed I 6 NP
surpassed. Statistics dictate that as more years go by, it becomes less likely that a record will be broken.

In contrast, if a station has only been measuring temperature for 5 years (for example), every day has a

much geater chance of breaking a previous record. Thus, a decreasing trend in absolute counts does

not indicate that the climate is actually becoming less extreme, as one might initially guess. Meehl et al.
(2009) show that actual counts indeed fit a decreagiatiern over time, as expected statistically.

7. Quality Assurance and Quality Control

The NWS has documented COOP methods, including training manuals and maintenance of equipment,
at: www.nws.noaa.gov/os/coop/training.htoiThese training materials also discusslity control of the
underlying data set. Additionallpre-1948data in the COOP data set have recently been digitized from
hard copy. Quality contrgdroceduresassociated wh digitization and other potential sources of error

are discussed in Kunkel et al. (2005).
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Quiality control procedures for the USHCN are summarized at:
www.ncdc.noaa.gov/oalanmate/research/ushcn/#processingdlomogeneity testing and data correction
methods are described inumerouspeer-reviewed scientific papers by NCDC. A series of data
corrections was developed to specifically address potential problems in trend estinohtibe rates of
warming or cooling in USHGMrsion 2 They include:

e Removal of duplicate records

e Procedures to deal with missing data

e Adjusting for banges in observing practices, suctthanges in observation time

e Testing and correcting for artificidlscontinuities in a local station record, which might reflect
station relocation, instrumentation changes, abanization(e.g., heat island effects)

Analysis

8. Comparability Over Time and Space

Longterm weatherstations have been carefully select&zgdm the full set ofall COOP stations to provide
anaccuate representation of théJnited Sates for the U.S. Annual Heat Wave Index and the proportion
of record daily highs to record daily lowsupkel et al., 1999Meehl et al., 200 Some bias may have
occurred as a result of changes over time in instrumentation, measuring procedures, and the exposure
and location of the instruments. The record high/low analysis begins at 1950 in an effort to reduce
disparity in station record lengths.

The USHCN has undene extensive testing timlentify errors and biases in the data and either remove
these stations from the time series or apply scientifically appropriate correction factors to improve the
utility of the data. In particular, these corrections address clearig the timeof-day of observation,
advances in instrumentation, and station location changes.

Homogeneity testing and data correctiorethods are described in more than a dozen pemriewed
scientific papers by NCDGata corrections were developed tospecifically address potential problems in
trend estimation of the rates of warming or dawgy in the USHCN (see Section 7 for documentation).
Balling and Idso (2002) compare the USHCN data with several surface andingjatasets and show
that the effects of the various USHCN adjustments produce a significantly more positive, and likely
spurious, trend in the USHCN datacontrast,a subsequent analysiy/ Vose et al. (2003) found that
USHCN station history information isasemnably complete and that the bias adjustment models have
low residual errors.

Further analysis by Menne et al. (20@8pgests that

Xthe collective impact of changes in observatfmactice at USHCN stations is
systematic and of the same ordermfgritude as the background climate signal. For
this reason, biaadjustments are essential to reducing the uncertainty in U.S. climate
trends. The largest biases in the HCN are shown to be associatechaitges to the
time of observation and with the widespad changeoveirom liquid-in-glass
thermometers to the maximum minimum temperatusensor (MMTS). With respect to
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[USHCN] Version 1eksion 2 trends in maximunemperatures are similar while
minimum temperature trends are somewhsinaler because of aapparent
overcorrection inVersion 1 for the MMT&strument change, and because of the
systematic impact of undocumentextation changes, which were not addresged
Version 1.

USHCN Version 2 represents an improvement in this regard.

Some observersdve expressed concerns about other aspects of station location and technology. For

example, Watts (2009) expresses concern that many U.S. weather stations are sited near artificial heat
sources such as buildings and paved areas, potentially biasing tetmgetaends over time. In

response to these concerns, NOAA analyzed trends for a subset of stations that Watts had determined

G2 0SS G322R 2NJ o6Saidzé FyR F2dzyR GKS GSYLISNI (dzNB i
the full set of USHCN statis (vww.ncdc.noaa.gov/oa/about/response2.pdf). While it is true that

YIye aidlidAzya NP y20 2LIAYItEfe t20F0SRX bh!! Qa ¥
Peterson (2006)hat found nosignificantbias in longterm trendsassociated with station siting once

bh!! Qa K2Y23aSySAie FRa2dadGYSyia KI @S 0SSy | LILX ASRO®

9. Sources of Uncertainty

Uncertainty may be introduced into this data set when hard copigssibricaldata are digitized. As a

result of these and other reasons, uncertainties in the temperature data increase as one goes back in
time, particularly given thathere are fewer stations early in the record. However, NOAA does not

believe these uncertainties arsufficient toundermine thefundamental trends in the data/ose and

Menne (2004) suggest that the station density in the U.S. climate network is sufficient to produce robust
spatial average

Eror estimates have beedeveloged for certain segments diie data sefbut do not appear to be

available for the data set as a whole. Uncertainty measurements are not included with the publication of
the U.S. Annual Heat Wave Indaxthe CEI seasonal temperature daaror measurements for the
pre-1948 COOP da set are discussed in detail in Kunkel et al. (2005).

10.Sources of Variability

Inter-annualtemperaturevariabilityresults from normal yearo-year variation in weather patterns,

multi-year climate cycles such as the El NBouthern Oscillation and Afic Decadal Oscillation, and

other factors. This indicator presents nigear smoothed curves (Figures 1, 2, and 3) and decadal

averages (Figure 4) to reduce theydar® ST NJ ay2A4S¢ AYKSNBYyild Ay GKS RIF G

11.Statistical/Trend Analysis

Heat wave trends areosnewhat difficult to analyze because of the presence of several outlying values in
the 1930s Statistical methods used to analyze trendshe U.S AnnualHeat WavelIndex are presented

in Appendix A, Example 2, of U.S. Climate Change Science Program28p8e the presence of inter
annual variability and several outlying values in the 1930s, standard statistical treatments can be applied
to assess a highly statistically significant linear trend from 1960 1d.2fowever, the trend over the full
period of record is not statistically significant.
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This indicator does not report on the slope of the apparent trendSguares 2, 3, and, 4or does it
calculate the statistical significance of these trends.

12.Data Limitations

Factors that may impact the cdadénce, application, or conclusions drawn from this indicator are as
follows:

1. Biases may have occurred as a result of changes over time in instrumentation, measuring
procedures, and the exposure and location of the instrumeWhkere possible, data havesbn
adjusted to account for changes in these variablfes.more information on these corrections,
see Section 7.

2. Observer erros,such as errors in reading instruments or writing observations on the,faren
present in the earlier part of this data set. Additionally, uncertainty may be introduced into this
data set when hard copies of data are digitized. As a result of these and other reasons,
uncertainties in the temperature data increase as one goe& batime,particularly given that
there are fewer stations early in the record. However, NOAA does not believe these
uncertainties are sufficient tandermine thefundamental trends in the datdiore information
about limitations of early weather data cdne found in Kunkel et al. (2005).
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U.S. and Global Precipitation

Identification

1. Indicator Description

This indicator describeshangesn total precipitation over land for the United States and the world from
1901 to 2011In this indicator, precipitatiowlata are presented as trends in anomaliBgecipitationis

an importantcomponent of climate and clanges irprecipitationcan have wideanging direct and
indirect effects orthe environment and society

Components of this indicator include:

¢ Changes in precipitation in the contiguous 48 states over time (Figure 1)
¢ Changes imvorldwide precipitation over land through time (Figure 2)
¢ A map showing rates of precipitation change across the United States (Figure 3)

2. Revision History

April 2010: Indicator posted
December 2011: Updated with data through 2010
May 2012: Updated with da through 2011

Data Sources

3. Data Sources

This indicator is based garecipitation anomaly data provided by the National Oceanic and Atmaospheric
' RYAYAAUNFGA2Yy Q& oO0bh! ! Qa0 bladA2y It [/ EAYFGAO 511Gt

4. Data Availability

Data for this indicator werprovidedto EPAyy NOARNCDC. NCD@lculatedthesetime series based
on monthly values froniwo NCD@naintained databases: thg.S. Hisbrical Climablogy Network
(USHCNYersion 2and the GlobaHistorical Climailogy Network¢Monthly (GHCNM) Version2. Both of
these databasesan be accessed online

Contiguous 48 States

Underlying precipitation data for the contiguous 48 states come frioenUSHCNCurrently, the data

are distributed by NCD@&h various computer medig.g.,anonymous=TP sites)yith no confidentiality

issues limihgaccessibilityUsers canik tothe data online at:
www.ncdc.noaa.gov/oa/climate/research/ushcAppropriateY S G F R G | flésaréd NBI RY S ¢
appendedo the data.For example,ee:

ftp://ftp.ncdc.noaa.gov/pub/data/ushen/v2/monthly/readme. txt
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Alaska, Hawaii, and Global

GHCN precipitation data can be obtained from NCDC oveiMizor via anonymous FTP. For access to
GHCN data, seeww.ncdc.noaa.gov/ghcnm/v2.phhere are no known confidentiality issues that
limit access to the data set, and the data are accompanied by metadat

Methodology

5. Data Collection

This indicator is based on precipitation measuremeatidected fromthousands of weather stations
throughout the United States and over land worldwide using standard meteorological instrurDeis.
for the contiguous 48tates were compiled in the USHCN. Data for Alaska, Hawaii, and the rest of the
world were taken from the GHCN. Both of these networks are overseen by NOAA and have been
extensively peer reviewed. As such, they represent the most completetdonginstrumental data sets

for analyzing recent climate trends. More information on these networks can be found below.

Contiguous 48 States

USHCNersion 2 contain®tal monthly precipitationdata fromapproximately 1,208tations within the
contiguous 48&tates. The period of record varies for each station but generally incluaest of the 28
century. One of the objectives in establishing the USHCN was to detect secular changes of regional
rather than locatlimate. Thereforestationsincluded in the network i@ only thosebelieved tonot be
influenced to any substantial degree by artificial changes of local environmems & the stations in
the UFICN are firsbrder weatherstations, but the majority arselected from U.S. cooperative weather
stations (appoximately 5000 in the United States). e included in the UECN, a station had to meet
certain criteria forecord longevitydata availability gercentage ofivailablevalueg, spatial coverage
andconsistency of location (i.eexperiening few staion changep An additional criterion, which
sometimes compromised the preceding criteria, was the desire to have a uniform distribution of stations
across the United Statebicluded with the data set are metadata files that contain information about
station moves, instrumentation, observing times, and elevatot | | Q&4 ¢So6aA G S
(www.ncdc.noaa.gov/oa/climate/research/ushcprovides more information about USHCN data
collection

Alaska, Hawajiand Global

GHCNV/ersion 2 contains monthly climate data from 20,590 weather stations worldwide. Data were
obtained from many types of stations.

NCDC has published documentation for the GHCN. For more information, including data sources,
methods, and reent improvements, seevww.ncdc.noaa.gov/ghcnm/v2.phend the sources listed
therein.
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6. Indicator Derivation

NOAA calculated monthly precipitation totals for each site. In populating the USHCN andNE3 G\,
employed a homogenization algorithm to identify and correct for substantial shifts indoald data
that might reflect changes in instrumentation, station movesudranization effectsThese adjustments
were performed according to published, pe@viewed methodsFor more information on these quality
assurance and error correction procedures, see Section 7.

In this indicatorprecipitation data are presented as trends in anomalies. An anomaly represents the
difference between an observed valuadithe corresponding value from a baseline period. This
indicator uses a baseline period1¥301 to 2000. The choice of baseline penatl not affect the shape
or the statistical significance of the overall trend in anomalies. For precipitation (pegeateomalies),
it moves the curve up or down and may change the magnitude slightly.

Togenerate the precipitatiotime seriesNOAA convertetheasurements into anomalies for total
monthly precipitation, in millimeters. Monthly anomalies were addedina an annual anomaly for
each year, which was then converted to a percent anomaby., the percent departure from the
average annual precipitation during the baseline period.

To achieve uniform spatial coverage (i.e., not biased toward areas with a kighezntration of

YSF&AdzZNAY3I adGtdAz2yaos bh!! | @SNF3ISR Fy2YlFfASa 6AGK
sets. The graph for the contiguous 48 states (Figure 1) and the map (Figure 3) are based on an analysis

using grid cells that measure 2.5gtees latitude by 3.5 degrees longitude. The global graph (Figure 2)

comes from an analysis of grid cells measuring 5 degrees by 5 degrees. These particular grid sizes have

been determined to be optimal for analyzing USHCN and GHCN climate data; see:
http://www.ncdc.noaa.gov/oa/climate/research/ushcn/gridbox.htrfdr more information.

CAadz2NBa ™M YR H aK2g UGUNBYRa FTNRBY mpnm G2erHnmMmI o
data are available for some stations, 1901 was selected as a consistent starting point.

The map in Figure 3 shows letegm rates of change in precipitation over the United States for the
19012011 period except for Alaska and Hawaii, for which widesg and reliable data collection did

not begin until 1918 and 1905, respectively. A regression was performed on the annual anomalies for
each grid cell. fends were calculated only in those grid cells for wiiiata were available for at least 66
percentof the years during the full period of recorthe slope of each trend (percent change in
precipitation per year) wasalculated from the annual time series by ordinary lestpiares regression

and then multiplied by 100 to obtain a rate per centudp atempt has been made to portray data
beyond the time and space in which measurements were made.

7. Quality Assurance and Quality Control

Both the USHCN and the GHCN have undergone extensive quality assurance procddargiyto
errors and biases in theéata and either remove these stations from the time series or apply correction
factors.
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Contiguous 48 States

Quiality control procedures for the USHCN are summarized at:
www.ncdc.noaa.gov/oa/climate/research/ushcn/#processiktpmogeneity testing and data correction
methods are described inumerouspeer-reviewed scientific papers by NO@ACDC. A series of data
corrections was developed to specifically address poteptialblems in trend estimation in USHCN
Version 2 They include:

e Removal of duplicate records

e Procedures to deal with missing data

e Testing and correcting for artificial discontinuities in a local station record, which might reflect
station relocation or insumentation changes

Alaska, Hawaii, and Global

QA/QC procedures for GHCN precipitation data are descabedvw.ncdc.noaa.gov/ghcnm/v2.php
GHCN data undergo rigorous quality assurance revielwichinclude preprocessing checks on source
data; removal of duplicates, isolated values, and suspicious stréalesseries checks that identify
spurious changes in the mean and variargmatial comparisons that verify the accuracy of the
climatological man and the seasonal cyclknd neighbor checks that identify outliers from both a serial
and a spatial perspective.

Analysis

8. Comparability Over Time and Space

Both the USHCN and the GHCN have undergone extensive tesidlegtify errors and biases in¢h

data and either remove these stations from the time series or apply scientifically appropriate correction
factors to improve the utility of the data. In particular, these corrections address advances in
instrumentation and station location chang&ke ®ction 7 for documentation.

9. Sources of Uncertainty

Uncertainties in precipitation data increase as one goes back in time, as there are fewer stations early in
the record. However, these uncertainties are not sufficientibalermine thefundamental trendsn the
data.

Error estimates are notadily available for U.S. or global precipitativiose and Menne (2004) suggest
that the station density in the U.S. climate network is sufficient to produce a robust spatial average.

10.Sources of Variability

Annual precipitation anomalies naturally vary from location to location and from year to year as a result
of normal variation in weather patterns, mulfear climate cycles such as the El iBouthern

Oscillation and Pacific Decadal Oscillatiand other factors. This indicator accounts for these factors by
presenting a longerm record (more than a century of data) and averaging consistently over time and
space.
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11. Statistical/Trend Analysis

This indicator uses ordinary leasjuares regressioto calculate the slope of the observed trends in
precipitation, but does not indicate whether each trend is statistically significant. A sirtgge t

indicates that some of the observed trends are significant to a 95 percent confidence level, whike other
are not. To conduct a more complete analysis, however, would potentially require consideration of
serial correlation and other more complex statistical factors.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions dmrammthis indicator are as
follows:

1. Biasesn measurementsnay have occurred as a result of changes over time in instrumentation,
measuring procedures, and the exposure and location of the instruments. Where possible, data
have been adjusted to account fohanges in these variablgsor more information on these
corrections, see Section 7.

2. Uncertainties inprecipitation data increase as one goes back in time, as there are fewer stations
early in the record. However, these uncertainties are not sufficientndermine the
fundamental trends in the data.
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Heavy Precipitation

Identification

1. Indicator Description

This indicator tracks the frequency of heavy precipitation eventsarinited Statebetween 1895 and
2011.The potential impacts of heavy precipitation include crop damage, soil erdkioding, and
diminishedwater quality.

Components of this indicator include:

e Percent of land area in the contiguous 48 sta@periencing abnormal amounts of annual
rainfall from oneday precipitation events (Figure 1)

e Percent of land area in the contiguous 48 states with unusually high annual precipitation (Figure
2)

2. Revision History
April 2010: Indicator posted

December 2011Updated with data through 2010
March 2012: Updated with data through 2011

Data Sources

3. Data Sources

This indicator is based on precipitation measurements collected at weather stations throughout the
contiguous 48 statedviost of the stations are part dhe U.S. Historical Climatology Network (USHCN), a
database compiled and managedbythé¢ G A2yt hOSFYAO YR 1bbY2aAI09RSNRA O
National Climatic Data Center (NCDC). Indicator data were obtained from NCDC.

4. Data Availability

USHCN prediation data aremaintainedabb h!' ' Q&4 b/ 5/ % IyR GKS RIFI{GF FNBX R
computer media (e.g., anonymous FTP sites), with no confidentiality iBsutsg accessibilityUsers
can Ink to the data online atwww.ncdc.noaa.gov/oa/climate/research/ushcn/#access

PLILINBLINAFGS YSGOFRFEGE FYR aNBFRYSE FAESa FNB | LISy
analysis. For example, sdf://ftp.ncdc.noaa.gov/pub/data/ushcn/v2/monthly/readme.txt
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Figure 1 Extreme On®ay Precipitation Events in the Contiguous 48 States 2910

NOAA has calculated each of the components oldl& Climaté&xtremes IndexCE) and has made

these data files publicly available. The data set for extreme precipitation (CEI step 4) can be downloaded
from: ftp://ftp.ncdc.noaa.gov/pub/data/c@/dk-step4.0t12.resultsh ! G NBIF RYSE FAES o6 &
ftp://ftp.ncdc.noaa.gov/pub/data/ce) explains the contents of the data files.

Figure 2Unusually High Annual Precipitation in the Contiguous 48 States¢A&P5b

Standardized Precipitation Indé®P) data are publicly available and can be downloaded from:
ftp://ftp.ncdc.noaa.gov/pub/dagt/cirs. This indicator uses Ionth SPI data, which are found in the file
GRNRPCNEDPELIMHPGEGDE ¢KA& C¢t &AGS | faz2 AyOtdzRSa |
files.

Constructing-igure 2required additional information about the U.S. climate divisions. The land area of

each climate division can be found by goingwta:w.ncdc.noaa.gov/oa/climate/surfaceinventories.html
andvBgAy3I GKS a! o{d Ot AYI (S RAGA&AA2y&aéE FTALS o0SELF O
ftp://ftp.ncdc.noaa.gov/pub/data/inventories/DINAREA. TXTFor a guide to the numerical codes

assigned to each state, sd&://ftp.ncdc.noaa.gov/pub/data/inventories/ COOBTATEEODES.TXT

Methodology

5. Data Collection

This indicator is based on precipitation measurements collelojed network of thousaas of weather
stations spread throughout the contiguous 48 stafBisese stations are currently overseen by NOAA,
and they use standard gauges to measure the amount of precipitation received on a dailysbasisof
the stations in the USHCN are ficstler weather stations, but the majority are selected from U.S.
cooperative weather stations (approximately 5,000 in the United States).

bh! ! Qad b/ 5/ dktendiveldisaimieritaliod SbRutata collection methods fathe USHCN
dataset. Seewww.ncdc.noaa.gov/oa/climate/research/ushcwhich lists a set of technical reports and
peer-reviewed articles that provide more detailed information about USHCN methodology. See:
www.ncdc.noaa.gov/oa/ncdc.htnfor information on other types of weather stations that have been
used to supplement the USHCN record.

6. Indicator Derivation

Figure 1 and Figure 2 are based on similar raw data (i.gy,tacipitation measurements), but were
developed using two different models because they show trends in extreme precipitation from two
different perspectives.

Figure 1. Extreme Osi2ay Precipitation Events in the Contiguous 48 States 2910
Figurem ¢l &8 RS@GSt2LISR & LINIL 2F bh! ! Qa /9L Iy AyRSI

trends in extreme weather and climat&his figureshows trends in the prevalence of extreme exhey
precipitation events, based O 2 YLJ2 Yy Sy (i 2 (abelechas Step fthaf l0BKs at the
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percentage of land area within the contiguous 48 states that experienced a much greater than normal
proportion of precipitation derived from extreme ortay precipitation events in any given year.

In compiling the CEI, M@ applied more stringent criteria to select only those stations with data for at

least 90 percent of the days in each year as well as 90 percent of the days during the full period of

record. Applying these criteria resulted in the selection of only aefulifdJSHCN stations. To

adzLJLX SYSyid GKS !'{I1/b NBO2NRX GKS /9L 6FryR KSyO0S cC
Summary of the Day (TD3200) and-f48:18 (TD3206) daily precipitation stations. This resulted in a total

of over 1,300 precipitatin stations.

NOAA scientists computed the data for the CEIl and calculated the percentage of land area for each year.
They performed these steps by dividing the contiguous 48 states intdegyiee by idegree grid and

using data from one station per eaghid box, rather than multiple stations. This was done to eliminate
many of the artificial extremes that resulted from a changing number of available stations over time.

For each grid cell, the indicator looks at what portion of the total annual pretigitaccurred on days

GKFd KFR aSEGNBYS éus, tanddiGatol dasantiafiy\desyribe$ @hatipércempaget ok
LINBOALIAGEGAZY A& FNNAGAYI Ay &K2NII"pergentfey 8 S 0 dzNA& (
YSIEyAy3 |y && EverNiBondia whitlyti$e total precipitation received at a given location

during the course of the day is at the upper end of the distribution of expected vélaeghe

distribution of all oneday precipitation totals at that location during the ped of record) After

extreme oneday events were identified, the percentage of annual precipitation occurring on extreme

days was calculated for each year at each location. The subsequent step looked at the distribution of

these percentage values over thal period of record, then identified all years that were in thighest

10" percentiled ¢ KS&aS &SI NBER 6SNB O2yaARSNBR G2 KFSS | &a3IN
derived from extreme precipitation events at a given location. The tdppEBcentile was chosen so as

to give the overall indean expected value of 10 percemitinally, data were aggregated nationwide to
RSGUSNN¥AYS GKS LISNOSyidal3IsS 2F tFyR INBlI ¢gAGK GaINBI G
events in each year.

The CHtan be calculated for individual seasons or for an entire yeas.ifitlicator uses the annual CEl,
which is shown byhte columns in Figure 1. To smooth out some of the yearear variability, EPA
applieda ninepoint binomial filter which is plotted athe center of each ningear window. For
example, thesmoothed vale from 20@to 2010is plotted at year 206. NOAA NCDC recommends this
approach and has used it in the official online reporting tool for the CEI.

EPA useéndpoint padding to extenthe nine-year smoothed lines all the way to the ends of the period

of record.As recommended by NCDC, EPA calculated smoothed values as follows: If 2011 was the most
recent year with data available, EPA calculated smoothed values to be centered at 2002@@)9,

and 2011 by inserting the 2011 data point into the equation in place of theetisnreported annual

data points for 2012 and beyond. EPA used an equivalent approach at the beginning of the time series.

The CEI has been extensively documented efided over time to provide the best possible
representation of trends in extreme weather and climate. For an overview ofMOWA constructed

Step 4 of the CEl, sesww.ncdc.noaa.gowa/climate/research/cei/cei.html This page provides a list of
references that describe analytical methods in greater detail. In particular, see Gleason et al. (2008).
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Figure 2 Unusually High Annual Precipitation in the Contiguous 48 States; ABHBb

Figure 2 shows trends in the occurrence of abnormally high annual total precipitation based on the SPI,
which is an index based on the probability of receiving a particular amount of precipitation in a given
location. Thus, this index essentially compatesactual amount of annual precipitation received at a
particular location with the amount that would be expected based on historical records. An SPI value of
zero represents the median of the historical distribution; a negative SPI value represerdsthatni

normal period and a positive value represents a wettean-normal period.

The Western Regional Climate Center (WRCC) calculates the SPI by dividing the contiguous 48 states into
onn NB3IAz2ya OFfftSR aOftAYI (S & stalidnawitBiryeach divisioRA | y I £ &1
typical division has 10 to 50 stations, some from USHCN and others from the broader set of cooperative
weather stations. For a given time period, WRCC calculated a single SPI value for each climate division
based on an mweighted average of data from all stations within the division. This procedure has been
followed for data from 1931 to preserh regression technique was used to compdiésional values

prior to 1931 (Guttman and Quayle, 1996)

WRCC and NOAA calculdte SPI for various time periods ranging from one month to 24 months. This
indicator uses the 1:2nonth SPI data reported for the end of December of each year (1895 to 2011). The
12-month SPI is based on precipitation totals for the previous 12 monthes Dxrember 12nonth SPI

value represents conditions over the full calendar year.

To create Figure 2, EPA identified all climate divisions with an SPI value of +2.0 or greater in a given year,
GKSNBE bHdn A& | adz33SadSR pit&iolgiZ. Kiefugper Bi2olthed | 6y 2 NI | §
historical distribution). For each year, EPA then determined what percentage of the total land area of

GKS O2y(iA3ddz2zdza ny aidldisSa (GKS&asS aloy2N¥YIffe KAIKE
value is repreented by the thin curve in the graphio smooth out some of the ye#wn-year variability,

EPAapplieda ninepoint binomial filter which is plotted at the center of each nigear window. For

example, thesmoothed vale from 20@to 2010is plotted at yar 206. NOAA NCDC recommends this

approach and has used it in the official online reporting tool for the CEI (the source of Figure 1).

EPA useéndpoint padding to extenthe nineyear smoothed lines all the way to the ends of the period

of record.As reommended by NCDC, EPA calculated smoothed values as follows: If 2011 was the most
recent year with data available, EPA calculated smoothed values to be centered at 2008, 2009, 2010,
and 2011 by inserting the 2011 data point into the equation in plack@fsyet-unreported annual

data points for 2012 and beyond. EPA used an equivalent approach at the beginning of the time series.

Like the CElI, the SPI is extensively documented in therpemwed literature. The SPI is particularly
useful among droughdind precipitation indices because it can be applied over a variety of time frames
and because iallows comparison of differefbcations and different seasons on a standscdle

For an overview of the SPI and a list of resources describing method$nusenstructing this index, see
NDMC (2011) and the following websites:
http://lwf.ncdc.noaa.gov/oa/climate/research/prelim/drought/spi.htnadnd
www.wrcc.dri.edu/spi/explanation.htmlFor more information on climate divisions and the averaging
and regression processes used to generalize values within each division, see Guttman and Quayle
(1996).
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General Discussion

This indicator does not attempt to project data backward before the start of regular data collection or
forward into the future. All values of the indicator are based on actual measured data. No attempt has
been made to interpolate days with missing da®ather, the issue of missing data was addressed in the
site selection process by including only those stations that had very few missing data points.

7. Quality Assurance and Quality Control

USHCN precipitation data have undergone extensive quality assuasaaicquality control (QA/QC)
procedures tadentify errors and biases in the data and either remove these stations from the time
series or apply correction factors. These quality control procedures are summarized at:
www.ncdc.noaa.gov/oa/climate/research/ushcn/#processiAgseries of data corrections was
developed to specifically address potential problems in trend estimation in USEGNN 2 They
include:

¢ Removal of dulicate records

e Procedures to deal with missing data

e Testing and correcting for artificial discontinuities in a local station record, which might reflect
station relocation or instrumentation changes

Data from weather stations also undergo routine €@cks before they are added to historical
databases in their final form. These steps are typically performed within four months of data collection
(NDMC, 2011).

QA/QC procedures are not readily available for the CEIl and SPI, but both of these indicesdmyv

published in the peereviewed literature, indicating a certain degree of rigor.

Analysis

8. Comparability Over Time and Space

To be included in the USHCN, a station had to meet certain criteria for record longevity, data availability
(percentage of nissing values), spatial coverage, and consistency of location (i.e., experiencing few
station changes). The period of record varies for each station but generally includes most df the 20
century. One of the objectives in establishing the USHCN was déotdstcular changes of regional

rather than local climate. Therefore, stations included in the network are only those believed to not be
influenced to any substantial degree by artificial changes of local environments.

9. Sources of Uncertainty

Error estimags are not readily available for daily precipitation measurements or for the CEIl and SPI
calculations that appear in this indicatdn. general, unertainties in precipitation data increase as one
goes back in time, as there are fewer stations early irdoverd. However, these uncertainties should

not be sufficient taundermine thefundamental trends in the data. The USHCN has undergone extensive
testing toidentify errors and biases in the data and either remove these stations from the time series or

Technical Documentation: Heavy Precipitation 67


http://www.ncdc.noaa.gov/oa/climate/research/ushcn/#processing

apply scientifically appropriate correction factors to improve the utility of the data. In addikioth
parts of the indicator have been restricted to stations meeting specific criteria for data availability.

10.Sources of Variability

Precipitation varies fnm location to location and from year to year as a result of normal variation in
weather patterns, multyear climate cycles such as the El MBiouthern Oscillation and Pacific Decadal
Oscillation, and other factors. This indicator accounts for these ffadtyp presenting a lonrtgrm record

(a century of data) and aggregating consistently over time and space.

11.Statistical/Trend Analysis

EPA has determined that the time series in Figure 1 has an increasing trend of approximately half a
percentage point per ecade and the time series in Figure 2 has an increasing trend of approximately
0.15 percentage points per decade. Both of these trends were calculated by ordinargdeasts
regression, which is a common statistical technique for identifying adidsr trend. Analyzing the
significance of these trends would potentially require consideration of serial correlation and other more
complex statistical factors.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawntfrisrimdicator are as
follows:

1. Both figures are national in scope, meaning they do not provide information about trends in
extreme or heavy precipitation on a local or regional scale.

2. Weather monitoring stations tend to beloser together in the eastermad centralstates than in
the western states. In areagith fewer monitoring stations, heavy precipitatiamdicators are
less likely to reflect locaionditions accurately.

3. The indicator does not include Alaska, which has seen some notable chahgesyn
precipitation in recent years (e.g., Gleason et al., 2008).
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Drought

Identification

1. Indicator Description

This indicator measures drought conditions of U.S. Idirme 1895 to 2011Drought conditions can
affect agriculture, water supplies, energy production, and many other aspects of society.

Components of this indicator include:

e Averagedrought conditions in the contiguous 48 states over time, based on the Palmer Drought
Severity Index (Figure 1)

e Percent of U.S. lands classified under drought conditions in recent years, based on an index
called the U.S. Drought Monitor (Figure 2)

2. Revision History

April 2010: Indicator posted

December 2011: Updated with U.S. Drought Monitor data through 2010; added a new figure based on
the Palmer Drought Severity Index (PDSI)

January 2012: Updated with data through 2011

Data Sources

3. Data Sources

DataforCA 3dzZNBE M 6SNB 200G+ AYSR FNBY GKS bl iGA2ylt hOSIy
National Climatic Data Center (NCDC), which maintains a large collection of climate data online.

Data forFigure 2vere provided by the U.S. Drought Monitor. Histal data in table form are available
at: http://droughtmonitor.unl.edu/archive.html Maps and current drought information can be found on
the main Drought Monitowebsite at:http://droughtmonitor.unl.edu.

4. Data Availability

Figure 1. Average Drought Conditions in the Contiguous 48 Stateg20395

NCDC provides access to monthly values of the PDSI averaged across the entire contiguous 48 states,
whichEPA downloaded for this indicator. These data are available at:
http://www7.ncdc.noaa.gov/CDO/CDODivisionalSelect J4us website also provides accessionthly

PDSI values for ninedmad regions, individual states, aBd4smallerNS 3A 2y a OF f t SR a Ot A Y
(one to 10 climate divisions per state). For accompanying metadata, see:
http://www7.ncdc.noaa.qgov/CDO/DIV_DESC.txt
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PDSI values are calculated from precipitation and temperature measurements collected by weather
stations within each climate division. Individual station measurements and metadata are available
0 KNB dzZAK b/ Sitp@awwin&l6.dbdaiid&/oabnedce.htn)l

Figure 2. U.S. Lands Under Drought Conditions,2000

U.S. Drought Monitor data can be obtained framttp://droughtmonitor.unl.edu/archive.html Select
G¢l of SAnitedBistdd di2 OASe GKS KAAG2NAOFE RIFEGEF GKIFG 6SN
the data table shows what percentage of land area was under the following drought conditions:

Nore
DOcD4
DicD4
D2cD4
D3xD4
D4alone

ok wbhNE

Thisindicator covers theéime period from2000to 2011 Although data were available fparts 0f1999
and 2012 at the time EPA last updated this indicator, EPA chose to report only full years.

Drought Monitor data ardased on a wide variety of underlying sources. Some are readily available
from public websites; others might require specific database queries or assistance from the agencies
that collect and/or compile the data. For links to many of the data sources, see
http://droughtmonitor.unl.edu/links.html

Methodology

5. Data Collection

Figure 1. Average Drought Conditions in the Contiguous 48 Stateg20895

The PDSI is calculated from daily temperature measurements and precipitation totals collected at

thousands of weather stations throughout the United States. These stations are overseen by NOAA, and

they use standard instruments to measure temperature argtjpitation. Some of these stations are

first2 NRSNJ adldA2ya 2LISNIFGSR 6@ bh!! Qa blidAz2ylt 2SI
Observer Program (COOP) stations operated by other organizations using trained observers and

equipment and proceduresrpscribed by NOAA. For an inventory of U.S. weather stations and

information about data collection methods, seé#tp://www.ncdc.noaa.gov/oa/land.html#dandp
www.ncdc.noaa.gov/oa/climate/research/ushcand the technical reports and peesviewed papers

cited therein.

Figure 2U.S. Lands Under Drought Conditions, 22001

Figure 2isbasedon$h ! ®{ ® 5NRdZAK{H a2yAli2NE 6KAOK dzasSa | 0O2Y
accounts for a large number of different physical variables. Many of the underlying variables reflect

weather and climate, including daily precipitation totals collected attiverastations throughout the

United States as described above for Figure 1. Other parameters include measurements of soil moisture,
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streamflow, reservoir and groundwater levels, and vegetation health. These measurements are
generally collected by governmeagencies following standard methods, suctaastional network of
stream gauges that measure daily (and weekly) fllamprehensive satellitenapping programs, and
other systematic monitoring network&ach program has its own sampling or monitoringgtesThe
Drought Monitor and the other drought indices that contribute to it have been formulated such that
they rely on measurements that offer sufficient temporal and spatial resolution.

The U.S. Drought Monitor has five primary inputs:

e The PDSI
e TheSdlMoisture ModeE FNRBY bh! 1 Q& /fAYFGS t NBRAOUAZY [ Sy
o Weeklystreamflow data from the U.S. Geological Survey
e TheStandardized Precipitation Index (SOmpiled by NOAA and the Western Regional Climate
Center (WRCC)
¢ A blend of djectiveshort- andlongterm droughtindicators(short-term drought indicator
blends focus on-lto 3-month precipitationtotals; longterm blends focus on 6 t60 monthg

At certain times and in certain locations, the Drought Monitor also incorporates one or more of the
following additional indices, some of which are particularly walted to the growing season and others
of which are ideal for snowy areas or ideal for the arid West:

o AtopsoilY2A &G dzZNBE AYRSE FTNBY (KS ! d{d 5SLINIYSYyG 27
Stdistics Service

e TheKeetch-Byram Drought Index

e Vegetation health indices based on satellite imagery fMOAKQ & bl GA2Y I 9YJFANRYY
Satellite, Data, and Information Service (NESDIS)

e  how water content

¢ River basin precipitation

e The Suface Water Supphntex (SWSI)

e Groundwater levels

e Reservoir storage

e Pastureor range conditions

For more information on the other drought indices that contribute to the Drought Monitor, including
the data used as inputs to these other indices, see:
http://drought.unl.edu/Planning/Monitoring/Comparisonofindicesintro.aspx

To find information on underlying sampling methods and procedures for constructing some of the
component indices that go into determining the U.S. Drought Monitor, one will need to consult a variety
of additional sources. For example, as described above for Figure 1, NCDC has pekiésiside
documentation aboutnethods for collecting precipitatiodata.
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6. Indicator Derivation

Figure 1 Average Drought Conditions in the Contiguous 48 States¢2895

PDSI calculations are designed to reflect the amount of moisture available at a particular location and
point in time, based on the amount of predition received as well as the temperature, which

influences evaporation rates. The formula for creating this index was originally proposed in the 1960s
(Palmer, 1965). Since then, the methods have been tested extensively and used to support hundreds of
published studies. The PDSI is the most widespread and scientifically vetted drought index in use today.

The PDSI was designed to characterize-teng drought (i.e., patterns lasting a month or more).
Because drought is cumulative, the formula takescjpitation and temperature data from previous
weeks and months into account. Thus, a single rainy day is unlikely to cause a dramatic shift in the index.

PDSI values are normalized relative to lbeign average conditions at each location, which means thi
method can be applied to any location regardless of how wet or dry it typically is. NOAA currently uses
1931¢1990 as its longerm baseline. The index essentially measures deviation from normal conditions.
The PDSI takes the form of a numerical vadigagerally rangngfrom -6 to +6 A value of zero reflects
average conditions. dgativevaluesindicatedrier-than-average conditionand positive values indicat
wetter-than-average conditions. NOAA provides the following interpretations for specific rafidies

index:

0 to-0.5 =normal

e -0.510-1.0 = incipient drought
e -1.01t0-2.0 = mild drought

e -2.010-3.0 = moderate drought
e -3.01t0-4.0 = severe drought
<-4.0 = extreme drought

Similar adjectivesan be applied to positive (wet) values.

NOAA calcutas monthly values of the PDSI for each of the 344 climate divisions within the contiguous
48 states. These values are calculated from weather statipsrting both temperature and
precipitation.All stations within a division are given equal weight. M@#so combines PDSI values from
all climate divisions to derive a national average for every month.

EPA obtained monthly national monthly PDSI values from NOAA, then calculated annual aVerages.
smooth out some of the yedap-year variability, EPApplieda ninepoint binomial filter which is

plotted at the center of each ningear window. For example, ttemoothed vale from 20@ to 2010is
plotted at year 2086. NOAA NCDC recommends this appro&égure 1 shows both the annual values
and the smoothed curve.

EPA useéndpoint padding to extenthe nineyear smoothed lines all the way to the ends of the period
of record.As recommended by NCDC, EPA calculated smoothed values as follows: If 20l mast
recent year with data available, EPA calculated smoothed values to be centered at 2008, 2009, 2010,
and 2011 by inserting the 2011 data point into the equation in place of theetisnreported annual

data points for 2012 and beyond. EPA use@a@uivalent approach at the beginning of the time series.
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regarding the PDSI dittp://www.ncdc.noaa.gov/oa/climate/research/prelim/drought/palmer.htm|

Figure 2U.S. Lands Under Drouglanditions, 20092011

The National Drought Mitigation Center at the University of Nebrasikaoln produces the.S.

Drought Monitorwith assistance from many othetimate and water experts at the federal, regional,
state, and local levels:.or each weekhe Drought Monitor labels areas of the country according to the
intensity of any drought conditions that may be present. An area experiencing drought is assigned a
scoreranging from DO, the least severe drought, to D4, the nsestre. For definitionsfahese
classifications, seéuttp://droughtmonitor.unl.edu/classify.htm

Drought Monitor values are determined from the five major components and other supplementary
factors listed in Sectiob. Atable on the Drought Monitor website
(http://droughtmonitor.unl.edu/classify.htr) explains the range of observed values for each major
component that would result in a particular Drought Monitor seofhe final index score is based to
some degree on expert judgment, howevEar example, expert analysts resotliscrepancies in cases
where the five major components might not coincide with one another. They might assign a final
Drought Monitor score éised on what the majority of the components suggest, or they might weight
the components differently according to how well they perform in various parts of the country and at
different times of the year. Experts also determine what additional factors mgider for a given time
and place and how heavily to weight these supplemental factors. For example, snowpack is particularly
important in the West, where it has a strong bearing on water supplies.

ME2Y G§KS 5 NP dz3 K website BPA dbaiNddata chidring the ©ontiguous 48 states plus

Alaska, Hawaii, and Puerto Rico, thmrformed a few additional calculation steps. The original data set

NB L2 NIG&a Odzydz | GABS bt 8§38 yERSEaUss0 Ta22NJ OStE! | YKLBE RS X 26 581dz0 (
category fromanother in order to find the percentage of land area belongingaoh individual drought

category (e.g., D2 alone). EPA also calculated annual averages to support some of the statements
LINSASYGSR Ay GKS avySe t2Aydaégd FT2NI GKA&A AYRAOI 02N

No attempt hasbeen made to portray data outside the time and space where measurements were
made. Measurements are collected on at least a weekly basis (in the case of some variables like
precipitation and streamflow, at least daily) and used to derive weekly mapkddd1S. Drought

Monitor. Values are generalized over space by weighting the different factors that go into calculating
the overall index and applying expert judgment to derive the final weekly map and the corresponding
totals for affected area.

Formore nformation about how the Drought Monitor is calculated, including percentiles associated
with the occurrence of each of the QD4 classifications, see Svoboda et al. (2002) along with the
documentation provided on the Drought Monitor website attp://droughtmonitor.unl.edu.
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7. Quality Assurance and Quality Control

Figure 1. Average Drought Conditions in the Contiguous 48 Stateg20895

Data from weather stations go through a variety of quality assurancegaatity control (QA/QC)

LIN2E OSRdzNS & 06SF2NB (KSe& OFly 6S I RRSR (2 KA&AG2NAOL
Climatology Network one of the main weather station databagefollows strict QA/QC procedures to

identify errors and biases im¢ data and either remove these stations from the time series or apply

correction factors. Procedures for the USHCN are summarized at:
www.ncdc.noaa.gov/oa/climate/researchéhcn/#processingSpecific to this indicatob h ! 1 Q&

metadata file fittp://www?7.ncdc.noaa.gov/CDO/DIV_DESQ.and Karl et al. (1986) describe steps that

have been taken to reduce biases associat@tl differences in the time of day when temperature

observations are reported.

Figure 2U.S. Lands Under Drought Conditions, 22001

QA/QC procedures for the overall U.S. Drought Monitor data set are not readily available. Each
underlying data sourchas its own methodology, which typically includes some degree of QA/QC. For
example, precipitation and temperatudata are verified and corrected as described above for Figure 1.
Some of the other underlying data sources have QA/QC procedures avaitdibks dbut others do not.

Analysis

8. Comparability Over Time and Space
Figure 1 Average Drought Conditions in the Contiguous 48 States¢2895

PDSI calculation methods have been applied consistently over time and space. In all cases, the index
relieson the same underlying measurements (precipitation and temperature). Although fewer stations
were collecting weather data during the first few decades of the analysis, NOAA has determined that

enough stations were available starting in 1895 to calculaliel iadex values for the contiguous 48

states as a whole.

Figure 2 U.S. Lands Under Drought Conditions, 22001

The resolution of the U.S. Drought Monitor has improved over time. When the Drought Monitor began
to be calculated in 1999, many of the cpament indicators used to determine drought conditions were
reported at the climate division level. Many of these component indicators now include data from the
county and sukcounty level. This change in resolution over time can be seen in the methodsaise
draw contour lines on Drought Monitor maps.

The drought classification scheme usedtfas indicator is produced by combinidgta from several
different sourcesDifferent locations may use different primary sources the same sources, weighted
differently. Thesedata are combined to reflect the collectiygdgment of experts and in some cases
adjusted to reconcile conflicting treng®own by different data saaces over differentime periods.
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Though data resolution and mapping procedures have varied somewhat over time and space, the
fundamental construction of the indicator has remained consistent.

9. Sources of Uncertainty

Error estimates are naotadilyavaihble fornational average PDSI, the U.S. Drought Monitor, or the
underlying measurements that contribute to this indicatiiiis not clear how much uncertainty might

be associated with the component indices that go into formulating the Drought Monittireoprocess

of compiling these indices into a single set of weekly values through averaging, weighting, and expert
judgment.

10.Sources of Variability

Conditions associated with drought naturally vary from place to place and from one day to the next,
dependng on weather patterns and other factors. Both figures address spatial variability by presenting
aggregate national trends. Figure 1 addresses temporal variability by using an index that is designed to
measure longerm drought and is not easily swayed $tyort-term conditions. Figure 1 also provides an
annual average, along with a niyear smoothed average. Figure 2 smoothes out some of the inherent
variability in drought measurement by relying on many indices, including several with-getom@pcus.

While Figure 2 shows noticeable wetkweek variability, it also reveals larger ygaryear patterns.

11. Statistical/Trend Analysis

This indicator does not report on the slope of the trend in PDSI values over time, nor does it calculate
the statistical sigtficance of this trend.

Because data from the U.S. Drought Monitor are only available for the most recent dduadaetric is

too shortlived to be used for assessing letegm climate trends. Furthermordhere is no clear long

term trend inFigure 2With continued data collection, future versions of this indicator should be able to
paint a morestatistically robuspicture of longterm trends inDrought Monitor values

12.Data Limitations

Factors that may impact the confidence, application, or conchssityawn from this indicator are as
follows:

1. The indicator gives a broad overviewdsbught conditions in the United States. lnist
intended to replace local or state informatidiat might describe conditions momgrecisely for
a particular regionLocal or state entities ight monitor differentvariableso meet specific
needs or to address local problems. As a consequence, there could be water shortages or crop
failures within an area not designated adroughtarea just as there could be locatis with
adequate water supplies in an area designated as D3 or D4 (extreme or exceptional) drought.
2. Because this indicator focuses on national trends, it does not show how drought conditions vary
by region. For example, even if half of the country suffdreth severe drought, Figure 1 could
show an average index value close to zero if the rest of the country was wetter than average.
Thus, Figure 1 might understate the degree to which droughts are becoming more severe in
someareaswhile other places receive more rain as a result of climate change.
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3. Although the PDSI is arguably the most widely used drought index, it has some limitations that
have been documented extensively in the literat¢hile the use of just two variables
(precipitation and temperature) makes this index relatively easy to calculate over time and
space, drought can have many other dimensions that these two variables dollyatapture.
For example, the PDSI loses accura@réas where aubstantialportion of the water supply
comes fromsnowpack.

4. Indices such as thd.S. Drought Monitoseek to address the limitations of the PDSI by
incorporating many more variables. However, the Drought Morigaelativelynew and cannot
yet be used to assess lotgrm climate trends.

5. The drought classification scheme usedFigure 4s produced by combiningata from several
different sources. Thes#ata are combined to reflect the collectiygdgment of experts and in
some caseare adjusted to reconcile conflicting tidsshown by different data sources over
different time periods.

References

Karl, T.R., C.N. Williams, Jr., P.J. Young, and W.M. Wendland. 1986. A model to estimate the time of
observation bias associated with monthly mean maximum, minimum, and mean tatapes for the
Unites States. Journal of Climate and Applied Meteorology 25(1).

Palmer, W.C1965 Meteorologicaldrought. Res. Paper No.4%/ashington, DC: U.Bepartment of
Commerce.

Svoboda, M., D. Lecomte, M. HayBsHeim, K. Gleason, J. AngeRBpey, R. Tinker, M. Palecki, D.
Stooksbury, D. Miskus, and S. Stephens. 2002. The drought monitor. Bull. Am. Meteorol. Soc.
83(8):118%1190.

Technical Documentation: Drought 76



Tropical Cyclone Activity

Identification

1. Indicator Description

This indicator examines the aggregate activityrurricanes and other tropical storms in the Atlantic
Ocean, Caribbean, and Gulf of Mexieiween 1949 and 201 Llimate change is expected to affect
tropical cycloneactivity throughincreagd sea surface temperatureend other environmental changes
that arekey influence®n cyclone formation and behavior.

Components of this indicatanclude:

¢ The number of hurricanes in the North Atlantic each year, along with the number making
landfall in the United States (Figure 1)

e Frequency, intensity, and duration of North Atlantic cyclones as measured by the Accumulated
Cyclone Energy Index (&ig 2)

e Frequency, intensity, and duration of North Atlantic cyclones as measured by the Power
Dissipation Index (Figure 3)

2. Revision History

April 2010: Indicator posted

December 2011: Updated Figure 2 with data through 2011
April 2012: Added hurricane cots (new Figure 1)

May 2012: Updated Figure 3 with data through 2011

Data Sources

3. Data Sources

This indicator is based on data maintainedib S bl GA2y It hOSFYAO yR !GY2al
Obh! 1 Qa0 blFdA2y Il f | dzZNNA OF ESHURDRAY (HSRYitaheyDATa). Ris G 6 &4 S
indicator presents three separate analyses of HURDAT data: a set of hurricane counts compiled by

bh! !X bh!! Q& ! OOdzydz  iSR /&80ft2yS 9ySNH& 6!/90 LYR
developed by Dr. Kerry Emanueltb¢ Massachusetts Institute of Technology (MIT).

4. Data Availability

Figure 1. Number of Hurricanes in the North Atlantic, 2081

Data for Figure 1 were provided by Tom Knutson at NOAA, based on a compilation of several published
datasets:
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Meteorological Laboratory (AOML), Hurricane Research Division (HRD):
www.aoml.noaa.gov/hrd/hurdat/All_U.SHurricanes.html

e Total hurricane counts maintained by NOAA HRD at:
www.aoml.noaa.gov/hrd/hurdat/tracks1851t02011 atl_reanal.html

e Raw and adjusted total hurricane countsdahbgh 2010, posted by NOAA at:
www.gfdl.noaa.gov/index/cméilesystem
action/user_files/gav/historical storms/vk 11 hurricane_ctautxt (linked from:
www.gfdl.noaa.qgov/gabrieVecchinoaaqgfdl).

Figure 2. North Atlantic Cyclone Intensity According to the Accumulated Cyclone Energy Index, 1950
2011

An overview of the ACE Index is available at:

www.cpc.ncep.noaa.gov/products/outlooks/background information.shtitie data for this indicator

are publishedinth& 2 NY 2F | 06FNJ INJI LK Ay bh!!1 Qa FyydzZ f ab2N
t S NA LIS O1i adifich avaitablerat:

WWWw.cpc.ncep.noaa.gov/products/expert_assawnt/hurrsummary 2011.pdlf The numbers were

obtained in spreadsheet form by contacting Dr. Gerry Bell at NOAA.

Figure3. North Atlantic Cyclone Intensity According to the Power Dissipation Index20949

Emanuel (2005, 2007) gives an overview ofRid, along with figures and tables. This indicator reports
on an updated version of the data set (througHL2Ppthat was provided by Dr. Kerry Emanuel.

Underlying Data

Wind speed measurements and other HURDAT data are available in various formats!ofNOML
website: www.aoml.noaa.gov/hrd/hurdat/Data_Storm.htnSome documentation is available at:
www.aomlnoaa.gov/hrd/hurdat/Documentation.htmland dfinitions for HURDAT data fornsare
available atwww.aoml.noaa.gov/hrd/data_sub/hurdat.html

Methodology

5. Data Collection

This indicator is lmed on measurements of tropical cyclones over time. HURDAT compiles information
on all hurricanes and other tropical storms occurring in the North Atlantic Ocean, including parameters
such as wind speed, barometric pressure, storm tracks, and datesnteéidds for data collection and
analysis are documented in official NOAA publications (Jarvinen et al., 1984). This indicator is based on
sustained wind speed, which is defined as the-ameute average wind speed at an altitude of 10

meters.

Data colledbn methods havevolved over timeWhendata collectiorbegan, ships and land
observation stations were used to measure and track stoAnslysts compiled all available wind speed
observations and all information about the measurement technique to deil@erthe wind speed for

the four daily intervals for which the storm track was recorded.
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More recently organized aircraft reconnaissance, the coastal radar network, and weather satellites with
visible and infrared sensors have improved accuradgiarmining storm track, maximum wind speeds,
and other storm parameters such as central pressWeather satellites were first used in the 1960s to
detect the initial position of a storm system; reconnaissance aircraft would then fly to the location to
collect precise measurements of the wind field, central pressure, and location of the center. Data
collection methods have since improved with more sophisticated satellites.

This indicator covers storms occurring in the Atlantic Ocean north of the eqimtbrding the

Caribbean Sea and the Gulf of Mexico. HURDAT does not include data for storm systems that are
classified as extratropical. However, it does include data from storms classified as subtropical, meaning
they exhibit some characteristics of apical cyclone but also some characteristics of an extratropical
storm. Subtropical cyclones are nhow named in conjunction with the tropical storm naming scheme, and
in practice, many subtropical storms eventually turn into tropical storms. HURDAT is dijgafenieally

by NOAA and data are available from 1886 through 2011.

Sampling and analysis procedures for the HURDAT data are described by Jarvinen et al. (1984) for
collection methods up to 1984. Changes to past collection methods are partially descrthed in
supplementary methods from Emanuel (2005). Other data explanations are available at:
www.nhc.noaa.gov/pastall.shtml#hurdafhe mission catalogue of data sets collected by NOAA aircraft
is available atwww.aoml.noaa.gov/hrd/data_sub/hurr.html

6. Indicator Derivation

Figure 1. Number of Hurricanes in the North Atlantic, £20&1

This figure displays three time series: the numbghurricanes per year making landfall in the United
States, the total number of hurricanes on record for the North Atlantic, and an adjusted total that
attempts to account for changes in observing capabilities. All three counts are limited to cycidhes i
North Atlantic (i.e., north of the equator) meeting the definition of a hurricane, which requires sustained
wind speeds of at least 74 miles per hour.

Landfalling counts reflect the following considerations:

e If a single hurricane madmultiple US landfalls it is only counted once.

e If the hurricane center did not make a U.S. landfall (or substantially weakened before making
landfall), but did produce hurricar®rce winds over land, it is counted.

e If the hurricane center made landfall in Mexicaitllid produce hurricandorce winds over the
United States, it is counted.

For all years prior to the onset of complete satellite coverage in 1966, total-bégéncounts have been
adjusted upward based on historical records of ship track densityhkr @tords, during years when

fewer ships that were making observations in a given ocean region, hurricanes in that region were more
likely to have been missed, or their intensity underestimated to be below hurricane strength, leading to
a larger corresponidg adjustment to the count for those years. These adjustment methods are cited in
Knutson et al. (2010) and described in more detail by Vecchi and Knutson (2008), Landsea et al. (2010),
and Vecchi and Knutson (2011).
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All three curves have been smoothesing a fiveyear unweighted average, as recommended by the

data providerData are plotted at the center of each window; for example, the-figar smoothed value

for 1949 to 1953 is plotted at year 1958ecause of this smoothing procedure and the abserice

endpoint padding, no averages can be plotted for the first two years and last two years of the period of
record (1878, 1879, 2010, and 2011).

Figure2. North Atlantic Tropical Cyclone Activity According to the Accumulated Cyclone Energy Index,
1950;2011

Thisfiguredzd8 $& bh! ! Q& !/ 9 Ly RS FeqledcystréngtiOamd durdtioniok S 02 Yo A y &
tropical storms and hurricanes each season. As described by Bell and Chell®h¥200a 6 KS ' / 9 LYy R.
calculated by summing the squares of the estimatdub@rly maximum sustained wind speed in knots

F2NJ FEf LISNA2Ra gKAES GKS aeaidsSy Aa SAGKSNI I GNELI
tropical storm if it has a wind speed of at least 39 miles per hour. The ACE Index is prefermtther

similar indices such as the Hurricane Destruction Potential (HDP) and the Net Tropical Cyclone Index

(NTC) because it takes tropical storms into account and it does not include multiple sampling of some
parameters. The ACE Index also includes sulmtabpyclones, which are named using the same scheme

as tropical cyclones and may eventually turn into tropical cyclones in some Tagesdex does not

AyOft dzRS AYTF2NXI GA2Y 2y &ai2N) &aAl ST gKAOK Aa Ly AY

Fure 2 of the indicator shows annual values of the ACE, which are determined by summing the

individual ACE Index values of all storms during that year. The index itself is measured in units of wind

speed squared, but for this indicator, the index has beenverted to a numerical scale where 100

equals the median value over a base period fror811& 2010. A value of 150 would therefore

represent 150 percent of the median, or 50 percent more than normal. NOAA has also established a set

of thresholdstocat@ 2 NAT S SI OK KdzZNNAROlFyS aSlazy Fa aloz2@S y2
0FaSR 2y (KS RAAUNAOGdzIAZ2Y 2F 20aSNIBSR QI f dzSa RdzNA
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ACE Index computation methods and seasonal classifications are described by Bell and Chelliah (2006).
This information is also available on the NOAA website at:
www.cpc.noaa.gov/products/outlooks/background information.shtml

Figure3. North Atlantic Tropical Cyclone Activity According to the Power Dissipation Index2AB19

Foradditional perspective, thigure presents the PDI. Like the ACE Index, the PDI is also based on

storm frequencywind speed and duration but it uses a different calculation method that places more

emphasis on storm intensityy using the cube of theind speed rather than the wind speed squared

(as for the ACEEmanuel (2005, 2007) provides a complete description of how the PDI is calculated.

Emanuel (2007) also explains adjustments that were made to correct for biases in the quality of storm
observdions and wind speed measurements early in the period of record. The PDI data inFadure

this indicator are in units of #dm%¥s?> 6 dzi G KS | OlGdzr £ FA3IdzNB 2YAGAE GKAAZ
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The PDdata shownn Figure3 have been smoothed using a fiwgear weighted average applied with

weightsof 1, 3, 4, 3, and 1. This method applies greater weight to values near the center of each five

year window. Data arplotted at the center of each window; for example, the figar smoothed value
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for 1949 to 1953 is plotted at year 1951lhe data providers recommend against endpoint padding for
these particular variables, based on past experience and their expert prilgso no averages can be
plotted for the first two years and last two years of the period of record (1949, 1950, 2010, and 2011).

The PDl includes all storms thatareintheb f t SR ao6Sad GNI O1¢ RFEGEF asSa Aa
include subtropicalterms. Weak storms contribute very little to power dissipation, however, so
subtropical storms typically have little impact on the final metric.

Emanuel (2005, 2007) describes methods for calculating the PDI and deriving the underlying power
dissipation érmulas. Analysis techniques, data sources, and corrections to raw data used to compute
the PDI are described in the supplementary methods for Emanuel (2005), with further corrections
addressed in Emanuel (2007).

Sea surface temperature has been plotted for reference, based on methods described in Emanuel (2005,
2007). The curve in Figure 3 represents average sea surface temperature in the area of storm genesis in
the North Atlantic: specifically, a box boundedatitude by 6°N and 18°N, and in longitude by 20°W

and 60°W. Values halmen smoothed over fivgear periodsFor the sake of straightforward

presentation, sea surface temperature has been plotted in unitless form without a secondary axis, and
the curve las been positioned to clearly show the relationship between sea surface temperature and

the PDI.

7. Quality Assurance and Quality Control

Jarvinen et al. (1984) describe quality assurance/quality control procedures for each of the variables in

the HURDAT da set. Corrections to early HURDAT data are made on an ongoing basis ttimeugh

HURDAT ranalysis project to correct for both systematic and random errors identified in the data set.
Information onthisre-analysis is available at on the NOAA website at
www.aoml.noaa.gov/hrd/data_sub/re_anal.htrEmanueb H n np 0 LINR A RSA | & &dzLJLX S
document that describes both the evolution of more accurate sample collection technologwrdimelr f

corrections made to the data.

Analysis

8. Comparability Over Time and Space

In the early years of thelata set there is a high likelihood thedme tropicaktorms went undetected, as
observations of storms were made only by ships at sea anddaed] stations. Storm detection
improvedover time as ship track density increased, and beginimiri®44 with the use of organized
aircraft reconnaissance (Jarvinen et al., 198#jweverjt was not untilthe late 1960s and beyond
when satellite coverageas generally availahl¢hat the Atlantictropical cyclondrequency record can
be assumed to be relatively complet&ecause of the greater uncertainties inherent in earlier data,
Figure 1 adjusts pr&966 data to account for the density of ship obseiwas, while Figures 2 and 3
exclude data prior to 1958nd 1949, respectivelyn addition, are-analysis of early HURDAT data
(www.aoml.noaa.gov/hrd/data_sub/re_anal.ht)nvas initiated to improve both random angystematic
error present in data from the beginning of the time series.
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Emanuel (2005) describes the evolution of more accurate sample collection technology and various
corrections made to the data. For the PDI, Emanuel (2007) gmlan additional bias correction

process for the early part of the period of record (the 1950s and 1960s), when aircraft reconnaissance
and radar technology were less robust than they are tadpgssibly resulting in missed storms or
underestimated powerThese additional corrections were prompted in part by an analysis published by
Landsea (1993).

9. Sources of Uncertainty

Counts of landfalling U.S. hurricanes are considered reliable back to the late 1800s, as population
centers and recordkeeping were preseatl along the Gulf and Atlantic coasts at the time. Total
hurricane counts for the North Atlantic became fairly reliable after aircraft reconnaissance began in
1944, and became highly reliable after the onset of satellite tracking around 1966. Prier tise of

these two methods, however, detection of néendfalling storms depended on observations from ships,
which could lead to undercounting due to low density of ship coverage. Figure 1 shows ha@6pre
counts have been adjusted upward based ondeesity of ship tracks (Vecchi and Knutson, 2011).

The ACE Index and the PDI are calculated djréeaim wind speed measurementshds, the main

source of possible uncertainty in the indicator is uncertainties within the underlying HURDAT data set.
Uncetainty measurements do not appear to be readily available for HURDAT data. Because the
determination of storm track and wind speed requires some expert judgment by analysts, some
uncertainty is likelyMethodological improvements suggest that recent dataynbe somewhat more
accurate than earlier measurements.

Because uncertainty varies depending on observation method, and these methods have evolved over
time, it is difficult to make a definitive statement about the impact of uncertainty on Figures 2.and 3
Changes in data gathering technologies could substantially influence the overall patterns in Figures 2
and 3, and the effects of these changes on data consistency over the life of the indicator would benefit
from additional research.

10.Sources of Variability

Intensity varies by storm and location. The indicator addresses this type of variability by using two
indices that aggregate all North Atlantic storms within a given year. Aggregate annual intensity also
varies from year to year as a result of normalfiation in weather patterns, muklyear climate cycles,

and other factors. Annual storm counts can vary from year to year for similar reasons. Figure 2 shows
interannual variability. Figures 1 and 3 also show variability over time, but they seek tofotrger

term variability and trends by presenting a fiyear smoothed curve.

Overall, i remains uncertain whether past changes in any tropical cycmtigity (frequency, intensity,
rainfall, and so on) exceed thvariability expected through naturahuses, after accounting feahanges
over time in observing capabiliti€knutson et al., 2010).

11.Statistical/Trend Analysis

This indicator does not report on the slope of the apparent trends in hurricane counts or cyclone
intensity, nor does it calculatie statistical significance of these trends. See Vecchi and Knutson (2008,
2011) for examples of such a trend analysis, including statistical significance tests.
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12.Data Limitations

Factors that may impact the confidence, application, or conclusions dirmmmthis indicator are as
follows:

1. Methods of detecting hurricanes have improved over time, and raw counts prior to the 1960s
may undercount the total number of hurricanes that formed each year. However, Figure 1
presents an adjusted time seriesattempt to address this limitation.

2. Wind speeds are measured using several observation methods with varying levels of
uncertainty, and these methods have improved over time. The wind speeds recorded in
HURDAT should be considered the best estimate of abwand speed observations compiled
by analysts.

3. Many different indices have been developed to analyze storm duration, intensity, and threat.
Each index has strengths and weaknesses associated with its ability to describe these
parameters. The indices usédthis indicator ljurricane countsACE Indexand PDI) are
considered to be among the most reliable.
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Ocean Heat

Identification

1. Indicator Description
This indicator describes trends in the amount ofthead (i 2 NER A Yy bévwend®Blan®k Qa 2 0S|t
2
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climate system

2. Revision History

April 2010: Indicator posted
April 2012: Updated with data through 2011

Data Sources

3. Data Sources

This indicator is based on analyses conducted by three different government agencies:
e 1 dzZaGNITAIFIQA /2YY2YysSIHEGK {OASYGAFAO | YR LYyRdz
e Japan Agency for Maririearth Science and TechnolddAMSTEC)
¢ National Oceanic and Atmospheric Administration (NOAA)

JAMSTEGsed four different datasets: the World Ocean Database (WOD), the World Ocean Atlas

(WOA), the Global Temperatualinity Profile Program (GTSPP) (which was used to fill gaps in the

WOD since 1990), and data from the Japan Maritime[3efiénse Force (JMSDEBIR@sed two

datasets: ocean temperature profiles in the ENACT/ENSEMBLES version 3 (EN3) and data collected using
60,000 Argo profiling float#dditionally, CSIRO includedscorrected Argo data, as described in

Barker et al. (2011) and biasrrected expendable bathythermograph (XBT) data from Wijffels et al.
(2008).NOAAalso used data from the WOD and WOA.

4. Data Availability

EPA created Figure 1 using trend data fibnee ongoing studies. Data and documentation from these
studies can be found at the following links:

e CSIRQwww.cmar.csiro.au/sealevel/sl data cmar.htr8lect "Updated Thermosteric Seavel
and Ocean Heat Content time series for 1950 to 2@6%fownload the data. See additional
documentation in Domingues et al. (2008).

e JAMEST: Data from Ishii and Kimoto (2009) are postddtpt/atm -
phys.nies.go.jp/~ism/pub/ProjD/dod&Jpdated data were provided by the author, Masayoshi
Ishii. Data are expected to be updated regularly online in the future. See additional
documentation in Ishii and Kimoto (2009).
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¢ NOAAwww.nodc.noaa.qov/OC5/3M_HEAT CONTISEIect "basin time series," then under
"yearly heat content," select "world." Use the "Yearly world@ meters" file See additional
documentation in Levitus et al. (2009).

The unerlying data for this indicator come from a variety of sources. Some of these datasets are

publicly available, but other datasets consist of samples gathered by the authors of the source papers,

and these data might be more difficult to obtain onliM¥OAand WOD data and descriptions of data

FNBE F@FAfFofS 2y bh!! Qa blidA2ylf wOSbdf.BodaNbVLIKA O 5 I

Methodology

5. Data Collection

This indicator reports on the amount of heat storedie ocean from sea level to a depth of 700

meters, which accounts for approximately 17.5 percent of the total global ocean volume (calculation
from Catia Domingues, CSIRO). Each of the three studies used to develop this indicator uses several
ocean tempeature profile datasets to calculate an ocean heat content trend line.

Several different devices are used to sample temperature profiles in the ocean. Primary methods used
to collect data for this indicator include XBT; mechanical bathythermographs (MBT); Argo profiling
floats; reversing thermometers; and conductivity, temature, and depth sensors (CTD). These
instruments produce temperature profile measurements of the ocean water column by recording data
on temperature and depth. The exact methods used to record temperature and depth vary. For
instance, XBTs use a fall raguation to determine depth, whereas other devices measure depth
directly.

More information on the three main studies and their respective methods can be found at:
¢ CSIRMDomingues et al. (2008)nd: www.cmar.csiro.au/sealevel/sl _data_cmar.html

e JAMEST: Ishii and Kimoto (2009) drith://atm -phys.nies.go.jp/~ism/pub/ProjD/doc
¢ NOAALevitus et al. (2009nd www.nodc.noaa.qov/OC5/3M_HEAT CONTENT

Studieghat measure ocean temperature profilese generally designed using in situ oceanographic
observations and analyzed over a defined and spatially uniform grid (Ishii and Kimoto, 2009). For
instance, the WOA dataset consists of in situ measurements of climatological fields, including
temperature measured in a-tlegree grid. Sampling procedures for WOD and WOA data are provided
0& bh! ! Qawwh.hoSdnoak.doYOC5/indprod.htmMore information on the WOA sample
design in particular cabe found atwww.nodc.noaa.gov/OC5/WOAO5/pr_woa05.html

At the time of last update, CSIRO data were available through 2009, while data from the other two
sources were available through 2011.

6. Indicator Derivation

While details of data analysis are particular to the individual study, in general, temperature profile data
were averaged monthly at specific depths within rectangular grid cells. In some cases, interpolation
techniques were used tolifigaps where observational spatial coverage was sparse. Additional steps
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were taken to correct for known biases in XBT data. Finally, temperature observations were used to
calculate ocean heat content through various conversions. The model used to transasurements
was consistent across all three studies cited by this indicator.

Barker et al(2011) describe instrument biases and procedures for correcting for these biases. For more
information about interpolation and other analytical steps, see il Kimoto (2009), Domingues et al.
(2008), Levitus et al. (2009), and references therein.

Each study used a different logrm average as a baseline. To allow more consistent comparison, EPA
adjusted each curve such that its 192000 average would bset at zeroChoosing a different baseline
period would not change the shape of the data over tildkhough some of the studies had pi®55

data, Figure 1 begins at 1955 for consistency.

7. Quality Assurance and Quality Control

Data collection and archival steps included QA/QC procedures. For example, QA/QC measures for the
WOA are available attp://ftp.nodc.noaa.gov/pub/data.nodc/woa/PUBLICATIONEI4tso.pdf Each of

the data collection techniques involves different QA/QC meas@sexample, aummary of studies
concerning QA/QC of XBT data is available from NODC at:

www.nodc.noaa.qgov/OC5/XBT_BIAS/xbt bibliography.hrhe same site also provides additional
information about QA/QC of ocean heat data made available by NODC.

All of the analyses performed for this indicator included additional QA/QC steps at the anatgtieal s
In each of the three main studies used in this indicator, the author carefully describes QA/QC methods
or provides the relevant references.

Analysis

8. Comparability Over Time and Space

Analysis of raw data is complicated because data come from aywafiebservational methods, and

each observational method requires certain corrections to be mide example,ystematic biases in

XBT depth measurements have recently been identified. These biases were shown to lead to erroneous
estimates of ocean heatontent through time. Each of the three main studies used in this indicator
corrects for these XBT biases. Correction methods are slightly different among studies and are described
in detail in each respective paper. More information on newly identifiedds associated with XBT can

be found inBarker et al. (2011)

Thisindicatorpresentsthree separate trend lines to compare different estimates of ocean heat content
over time.Each estimate is based on analytical methods that have been applied cotigisteer time

and spaceCGeneral agreement among trend lines, despite some yteayear variability, indicates a

robust trend
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9. Sources of Uncertainty

Uncertainty measurements can be made by tinganizations responsible for datallection, and they
canalso be made during subsequent analysis. One example of uncertainty measurements performed by
an agency is available for the WOAwityw.nodc.noaa.qov/OC5/indprod.html

Error estimates associated Wwitachof the curves in Figure dre discussed in Domingues et al. (2008),
Ishii and Kimoto (2009), and Levitus et al. (2009%).f 2F GKS RIF G FAfSa tAadsSR
I @1 At oAf AG8igmaerfonfade fzRedch year2 y S

10.Sources of Variability

Weather patterns, seasonal changes, multiyear climate oscillations, and many other factors could lead
to dayto-day and yeato-year variability in ocean temperature measurements at a given location. This
indicator addresses some of these forofsvariability by aggregating data over time and space to
calculate annual values for global ocean heat content. The overall increase in ocean heat over time (as
shown by all three analyses) far exceeds the range of interannual variability in ocearstipates.

11. Statistical/Trend Analysis

Domingues et al. (2008khii and Kimoto (2009), angvitus et al. (2009ave all calculated linear

trends and corresponding error values for their respective ocean heat time series. Exact timeframes and
slopes vanamong the three publications, but they all reveal a generally upward trend (i.e., increasing
ocean heat over time).

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Data mustbe carefully reconstructed and filtered for biases because of different data collection
techniques and uneven sampling over time and space. Various methods of correcting the data
have led to slightly different versions of the ocean heat trend line.

2. In addtion to differencesamongmethods, some biases may be inherent in certain methods.
The older MBT and XBT technologies have the highest uncertainty associated with
measurements.

3. Limitations of data collection over time and especially over spffeetthe accuracy of
observations. In some cases, interpolation procedures were used to complete datasets that
were spatially sparse.
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Sea Surface Temperature

Identification

1. Indicator Description

This indicator describes global trends in sea surface temperature (SST) from 1880 to 2011. Temperature

Ad Yy AYLRNIFYy(d LKeaAaAOlFt | {dGNRK o6 daliBatehdFwelliak @arite2 NI RQ &
ecosystemsAs an example, this indicator also provides a map showing average SST across the world for

the calendar year 2011.

2. Revision History

April 2010: Indicator posted

December 2011: Updated with data through 2010
January 202: Updated with data through 2011

April 2012: Updated with revised data through 2011
July 2012: Updated example map

Data Sources

3. Data Sources

This indicator is based on thetBnded Reconstructe&ea Surface Temperature (ERSST) analysis
developedbythd | G A2y f hOSFYAO YR ! 0Y2aLKSNAO ! RYAYAaUdN
Center NCDQ The reconstruction model used here is ERSST version 3b (ERSST.v3h), which covers the

years 1880 to 2011 andas described in Smith et a2008).

Data for theexample map came from the Hadley Centre at the UK Met Office. This mdgoted from
a map originallyublishedin Sumaileet al. (2011).

4. Data Availability

NCD@ndthe National Center for Atmospheric Research (N@A®)jde access to monthly and andua

SST and erralata from the ERSST.vizonstruction, as well as a mapping utility that allows the user

to calculate average anomalies over time and space (N@@4&3. EPA used global data (all latitudes),

which can be downloaded fronftp://ftp.ncdc.noaa.gov/pub/data/cmb/mlost/pdo/ Specifically, EPA
usedtheASCIi SEG FAES G NI g3l yyod20Styddpn{ dderrbrdl 4a03¢ 4K
variance! a NB | RY S&ameé RTP 8irectoyy expl&ns how to use the ASCideERSSTv3

reconstruction is based on in situ measurements, which are avaietilee through thelnternational
GComprehensiveOceanAtmosphereData Sets ICOADSNOAA 20121).

Data for the example map were downloaded from:
http://badc.nerc.ac.uk/view/badc.nerc.ac.uk__ ATOM_ _dataent hadidit Met Office, 2012). This
website provides access to monthly global grida8Cll format, along with documentation.
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Methodology

5. Data Collection

Thisindicator is based on in situ instrumental measurements of water temperatartdwide from

1880 to 2011When paired with appropriate screening criteria and bias correaigorithms, in situ

records provide a reliable lorgrm record of temperatureThe longterm sampling was not based @n
AOASYGATFAO al YLX Ay3d RSaAdIys odzi sl a AL GKSNBR o0é
Records are particularly sparse opplematic prior to the 28 century and during the two World Wars.

Since about 1955, the &itu samplinghasbemme more systematic and measurement methods have
continued to improve. SST observations from drifting and moored buoys were first usedaitethe |

1970s. Buoy observations became more plentiful following the start of the Tropical Ocean Global
Atmosphere (TOGA) program in 1985. Locations have been designed to fill in data gaps where ship
observations are sparse.

A summary of the relative availdiby, coverage, accuracy, and biases of the different measurement
methods is provided in Reynoldsal. (2002)Sampling and analytical procedures are documented in
several publications that can be accessed onlN@AA has documented the measuremeasampilation,
guality assurance, editing, and analysistfe underlyingl COADS sea surfagatasetat:
http://icoads.noaa.gov/publications.html

In the original update from ERSST v2 to v3, sateliitawere added to the analysis. However, ERSST
version 3no longer includes satellite data. The addition of satellite data caused problems for many
users. Although the satellite data were corrected with respect to the in situ data, there was a residual
cold bias that remained. The bias was strongest in the middle and high latitude Southern Hemisphere
where in situ data are sparse. The residual bias led to a modest decrease in the global warming trend
and modified global annual temperature rankings.

Thisindicatoris global in scale araffers a broad overview of SRy design, the indicator does not
focus on any one region or set of sensitive are@&sHS GSNE a bh! ! Qa Fylfe&aia
resolution of data, future analysesayprovide moredetailed data that are more useful the

assessment of specific coastal regions and ecosystems.

Data for the example map are based on a combinatian sftuinstrumental measurements and
remote sensing via satellite. These data are analyzed edegytee global grid.

6. Indicator Derivation

This indicator is based on the ERSST, a reconstruction of historical SST using in situ data. The
reconstructionmethodologyhas undergone several stages of development and refinenTéig
indicator is based on the mbeecentdatarelease, versioBb (ERSST.v3Db).

This reconstruction involves filtering and blenddagases that use alternative measurement methods

and include redundancies in space and time. Because of these redundancies, this reconstruction is able
to fill spatial and temporal data gaps and correct for biases in the different measurement techniques
(e.g., uninsulated¢anvasuckets, intakes near warm engines, uneven spatial cov@rageations have
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been combined to report aingleglobalvalue based a scientifically valid techniques for averaging over
areas.Specifically, data have been averaged ovbyB5-RSINBES INA R OStMerged & LI NI
LandOcean Surface Temperature Analysis (MLOST)
(www.esrl.noaa.gov/psd/data/gridded/data.mlost.htjnDaily and monthly records have been averaged

to find annual anomalies hus, the combined set of measurements is stronger than aigyesset.

Reconstruction methods are documented in more detail by Smith e2@0D8. Smith and Reynolds

(2005) discuss and analyze the similarities and differences among various reconstructions, showing that

the results are generally consistent. For exdenthe longterm average change obtained by this

YSGK2R Aa OSNEB &AYAfIFIN (2 G(GK2a$§ 2F GKS adzylylteils$s
Rayner et al. (2003).

This indicator shows the extended reconstructed data as anomalies, or differermcasa baseline
GOEfAYIGS y2NXYIfoég Ly GKAE OFasSz G4KS OfAYFGS y2NXYI
No attempt was made to project data beyond the perauting which measurements were collected

Additional information on the compilatig data screening, reconstruction, and error analysis of the
reconstructed SST data can be founvat/w.ncdc.noaa.gov/ersst/

The example map was created by obtaining monthly grids for the 12 months oftB@hlaveraging the

INAR& G(G23SGKSNJI G2 ONBIGS |y FyydZ-02FSNERANKIRW 2y 8
more months of 2011 (which meant it did not have an SST measurement for those months) was

excluded from the analysis to avoid biasthg annual mean SST toward the warmer portions of the

year. This step is the reason why many grid cells near the poles have been left blank.

7. Quality Assurance and Quality Control

Thorough documentation of the quality assurarar®l quality control (QA/QQnethods and results is
available in the technical references for ERS®T.v8 b h ! | Qnw.rzdc.Boaa.gov/erssy

Analysis

8. Comparability Over Time and Space

Presenting the data at a global and annual scale reduces the uncertainty and variability inherent in SST
measurements, and therefore, the overall reconstruction is considered to be a good representation of
global SST. ThistasetO2 @S NBA (1 K S wath shifficiér® fiequ2roySahdyfesolution to ensure that
overall averages are not inappropriately distorted by singular events or missing data due to sparse in
situ measurements or cloud cover. The confidence interval reports the estimated degree ofcgccura
associated with the estimates over time and suggests later measurements may be used with greater
confidence than pr&0" century estimates.

Continuous improvement and greater spatial resolution can be expected in the coming years, with
correspondingipdatesto the historical dataFor example, there is a known bias during the World War 1l
years (194%1945), when almost all measurements were collectedJl$ Navy ships thatecorded

ocean intake temperatures, whidangive warmemumbersthan thetechniquesused in other years
Future efforts will aim to adjust the data more fully to account for this bias.
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Gomparisons by researchers Smith and Reyn(2885) with other similar reconstructions using
alternative methods yield consistent results, albeith narrower uncertainty estimates. Hence, the
indicator presented here may be more conservative than alternative methods.

9. Sources of Uncertainty

The extended reconstruction dataset includesearorvariance for each year, which is associated with
the biases and errors in the measurements and treatments of the dNEAA has separated this
variance into three components: higrequency error, lowfrequency error, and bias erroffor this
indicator, he total variance was used to calculate a&rcent onfidence interval (see Figure 1) so that
the user can understand the impact of uncertainty on any conclusions that might be drawn from the
time series. For each year, the square root of ¢her variance (the standardrror) was multiplied by
1.96 and this value was added to or subtracted from the reported anomaly to define the upper and
lower confidence bounds, respectively. As Figushidws the level of uncertainty has decreased
dramatically in recent decades owing to better global spatial coveraderereased availability of data.

The model has largely corrected foeasurement error, but some uncertainty still exists. Contributing
factors include variations in sampling methodology by era as well as geographic region, and instrument
error from both buoys as well as ships.

Uncertainty measurements are also available for some of the underlying data. For example, several
articles have been published about uncertainties in ICOADS in situ data; these publications are available
from: www.noc.soton.ac.uk/JRD/MET/coads.php

10.Sources of Variability

Sea surface temperature varies seasonally, but this indicator has removed the seasonal signal by
calculating annual averages. Temperatures can alsoagayresult of interannual climate patterns such
asthe El NifieSouthern Oscillation.

11. Statistical/Trend Analysis

Figure 1showsa 95 percent confidence intervéthat has been computed for each annual anomaly.
Analysis by Smith et al. (2008) confirms tthat increasing trend apparent from Figure 1 over th& 20
century is statistically significant.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. The 95 percent confidence inteal is wider than other methods for losigrm reconstructions
in mean SSTthis interval tends to damgn anomalies.

2. The geographic resolution is coarse for ecosystem analyses but reflectetongnd global
changes as well ahorterterm variability.

3. The reconstruction methods used to create this indicator remmestNJ Y R2Y Gy 2A &aSé
data. However, the anomalies are also dangd when and where data are too sparse for a
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NBtAFOES NBO2yAadNHOGAZ2Y® ¢KS pmpdrbghetieiynd O2 vy FA R
uncertainty caused by possible biases in the observations.
4. Data screening results in lossmiiltiple observations at latitudes higher than @@grees north
or south Hfects of screening at high latitudes argnimal in the context othe global average
the main effect is to lessen anomalies and widen confidence intervals
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Sea Level

Identification

1. Indicator Description

This indicator describes hosea level has changed since 1880. Ris#@glevelare associated with
climate change, and thegan affect human activities in coastal areas and can alter ecosystems.

Component®f this indicator include:

e ! SNI 3S Fo0az2ftdziS asSIk tS@St OKFy3aS 2F GKS 62NIR
e Trends in relative sea level change along U.S. coasts over the pastitaify (Figure 2)

2. Revision History

April 2010: Indicator posted

December 201: Updated with data through 2009

May 2012: Updated with altimeter data through 2011 from a new source and tide gauge data from 1960
to 2011

June 2012: Updated with lortgrm reconstruction data through 2011

Data Sources

3. Data Sources

Figure 1. Global Avage Absolute Sea Level Change, 2801

Figure 1 presents a reconstruction of absolute sea level developeddz G NI £ A Qa / 2YY2y 6S|
Scientific and Industrial Research Organisation (CSIRO). This reconstruzgedion two main data
sources:

o Satellite data from the TOPography{geriment (TOPEX)/Poseidalasonrl, and Jasoi satellite
altimeters, operated by the National Aeronautics and Space Administration (WABAR CNJ y 0SQa
/| SYGNB bliAz2ylf RQOGdzRSA { LI GAIFESa o0/ b9o{o0
e Tidegauge measurements coritgd by the Permanent Service for Mean Sea Level (PSMSL),
g KAOK Ay Of dzRSa 2 oddiNandmoiflyyide dahidge @edia. ¢ 2 NI K 2 F
CA3dNB m Ffaz2 LINBadSyda GKS bldazytt hOSLYyAOd FyR |

altimeter data from theTOPEX/Poseidon, Jasband-2, GEOSAHollowOn (GFQ)Envisat, and
European Remote Sensing (ERS) 2 satellite missions.
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Figure 2. Relative Sea Level Change Along U.S. Coast2d960

Figure 2 presents tide gauge trends calculated by NOAAoridiral data come from the National
Water Level Observation Network (NWLON), operated by the Center for Operational Oceanographic
Products and Services (@ { 0 gAGKAY bh! ! Q& bl dAz2ylf hOSIyYy {SND

4. Data Availability
Figure 1Global Average Absolute Sea Level Change 2820

The CSIRO lostigrm tide gauge reconstruction Isbeen published online in graph form at:
www.cmar.csiro.au/sealevEl ' yR GKS RIFGIF léwStedtI2adSR 2y [/ {LwhQa ¢
www.cmar.csiro.au/sealevel/sl_data cmar.htrifle same results were algublished in Church and

White 2aD)® / {LwhQa 6So0aAiGS Ffaz2 LINE JAoR&dopkhelongad 2 F (A
term tide gauge reconstruction.

l'd GKS GAYS GKA&a AYRAOF(G2N) gl a LlzmfAaKSRXE /{LwhQa
updated version of the analysis with data through 2011 from Dr. Neil White at CSIRO.

Thesatellitetime series was obtained froim h | !L&béaratory for Satellite Altimetrywhich maintains

an online repository of sea level datd@AA 2012). The data file for this indicator was downloaded

from: http://ibis.grdl.noaa.gov/SAT/Seal evelRise/slr/slr_sla_gbl free_ all _68Jrwlerlying atellite

YSI adNBYSyidia Oy 06S 200 AySR 1INHhéretohsfructéide 2y f Ay S R
gauge time series is based on datanfi the PSMSL database, which can be accessed online at:
www.pol.ac.uk/psmsl

Figure 2 Relative Sea Level Change Along U.S. Coastg20380

The relative sea level map is baseditdividual station measurenms that can be accessed through
bh! ! Qa a{SI [ S@S hitp:/thlesdndcytBris.néand god shirénSs/slirénds.shtnihis
websitealsopresents an interactive map that illustratesa level trends over different timeframes
NOAA has not yet published the table of 168011 trends that it provided to EPA for this indicator;
however, a user could reproduce these numbers from the publicjiae data cited above. NOAA
published an earlier version of this trend analysis in a technical report on sea level variations of the
United States from 1854 to 194BIOAA2001). EPA obtained the updated 19&D11 analysis from the
lead author of NOAA2Q01), Chris Zervas.

Methodology

5. Data Collection

This indicator presents absolute and relative sea leliahges Absolute sea levehange (Figure 1)
represents only the sea height, whereas relative sea level chidigere 2)s defined ashe change in

sea height relative to land.and surfaces move up or down in many locations around the world due to
natural geologic processesuch asuplift and subsidence) and human activities that can cause ground to
sink (e.g., from extraction of groundwater loydrocarbonsthat supported the surface).
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Sea level has traditionally been measured using tide gauges, which are mechanical measuring devices
located along the shor& hese devices measutiee changen sea levelelativeto the land surface

which means theesulting data reflecboth the change in absolute sea surface height and the change in
localland levelsSatellite measurementf land and sea surface heights (altimetry) began several
decades aggathis technology allows for measurement of changes isoélie sea levelTide gauge data

can be converted to absolute change (as in Figure 1) through a series of adjustments as described in
Section 6.

The two types of sea level data (relative and absolute) complement each other, and each is useful for
different purposes. Relative sea level trends show how sea level clantyeertical land movement

together arelikely to affect coastal lands and infrastructure, while absolute sea level trends provide a

more comprehensive picture of the volume of waterinthe NI RQa 2 0SSt yax K2g¢ Al Aa
these changes relate to other observed or predicted changes in global systems (e.g., increasing ocean

heat content and melting polar ice cap$)degauges provide more precise local measurements, while
satellitedata provide more complete spatial coverad@édegauges are used to help calibrate satellite

data. For more discussion of thelvantagesandlimitationsof each type of measurement, see Cazenave

and Nerem (2004).

Tide Gauge Data

Tidegaugesamplingtakes place at subaily resolutionat sites around the worldSome locations have
had continuougide gauge measurements since the 1800s.

Tidegauge data for Figure 1 were collected by numerous networksl®fjauges around the world. The
number of stéions included in the analysis varies from year to year, ranging from fewer than 20
locations in the 1880s to more than 200 locations during the 1980s1886 data were not included in
the reconstruction because of insufficigiide gauge coverag& hesemeasurements are documented
by the PSMSL, which compiled data from various networks. The PSMSL data catalogue provides
documentation for these measurements atww.pol.ac.uk/psmsl/datainfo

Tidegauge daafor Figure 02 YS FTNRZY bh! ! Qa b2[ hbd ¢KSteb® [ hb Aad C
continuously operatingde gauge stations located along the United States coast, including the Great

Lakes and islands in the Atlantic and Pacific Oceans. The map in FigavesZrends foi68 stations

along the ocean coasts that had sufficient data over the period ft660to 2011 NOAA (2001)

describes theedata and how they were collected. Data collection methods are documented in a series

of manuals and standards thatrche accessed atvww.co-0ps.nos.noaa.gov/pub.html#slirends

Satellite Data

Satellite altimetry has revealed that the rate of change in absolute sea level differs around the globe
(Cazenave and Nerem, 2004). Factors that lead to changes in sea level include astronorsical tide
variationsin atmospheric pressure, wind, river dischargeean circulationandwater density

(associated withemperature and salinity); and added or extred water volume due to the melting of
ice orchanges in thestorage of water on land in reservomsd aquifers

Data for this indicator came from the following satellite missions:
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e TOPEX/Poseidon began collecting data in late 1992; Jason replaced H@ekedh around
2002.C2NJ Y2NB AYTF2NXIGA2Y Fo2dzi GKS ¢ht9-kt2aSAR;
at: http://sealevel.jpl.nasa.gov/missions/

e The U.S. Navy launched GFO in 1998, and altimatarate available from 2000 through 2006.
C2NJ Y2NB AYTF2NXI GA2Y | 062dz2i GKS DCh YAaairzyas a
http://gcmd.nasa.gov/records/GCMD_GEOSAT FOLLOWON.html

e The European Spaégency (ESA) launched ERS 1995, and its sea level data are available
TNRY mMphpp G§KNRdzZAK Hnnod az2NB AYTF2NKYI G)\zy I 0 2 dzi
https://earth.esa.int/web/guest/missions/esaperationaleo-missions/ers

e ESA launched Envisat in 2002, and this indicator includes data from 2002 through 2010. More
AYTF2NYI iszy I © 2 dzi 9)/@)\é|- i Ol y 0S5 'FZdz;/I? 2y 9{! Q
https://earth.esa.int/web/guest/missions/esaperationaleo-missions/envisat

TOPEX/Poseidon and Jason satellite altimeters each cover the entire globe between 66 degrees south
and 66 degrees mth with 10-day resolutionSome of the other satellites have different resolutions and
orbits. For example, Envisat is a pedabiting satellite.

6. Indicator Derivation

Satellite Datdor Figure 1. Global Average Absolute Sea Level Change,20820

NOAAprocessed all of the satellite measurements so they could be combined into a single time series.
In doing so, NOAA limited its analysis to dagween 66 degrees south and 66 degrees npwthich is
the area with the most complete satellite coverage

Researchers removed spurious data points. They also estimated and removeshigtéite biases to
allow for a continuous time series over the time of transition from TOPEX/Poseidon telJasd2. A
discussion of the methods for calibrating sateltigga is available in Leuliette et al. (2004) for
TOPEX/Poseidon data and in Chambers et al. (2003) for JasoAldataee Nerem et al. (2010).

Data were adjusted using an inverted barometer correction, which corrects for air pressure differences,
alongwith an algorithm to remove average seasonal signals. These corrections reflect standard
procedures for analyzing sea level data and are documented in the metadata for the dataset. The data
were not corrected for glacial isostatic adjustment (@lAh addiional factor explained in more detail
below.

NOAA provided individual measurements, spaced approximately 10 days apart (or more frequent,
depending on how many satellite missions were collecting data during the same timeframe). EPA
generated monthly auages based on all available data points, then combined these monthly averages
to determine annual averages. EPA chose to calculate annual averages from monthly averages in order
to reduce the potential for biasing the annual average toward a portion®f/#ar in which

measurements were spaced more closely together (e.g., due to the launch of an additional satellite
mission).
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The analysis of satellite data hasproved over time, which has led #ohigh level of confidence in the
associated measurementd sea level change. Further discussion can be found in Cazenave and Nerem
(2004) Miller and Douglas (2004and Church and White (2011)

Several other groups have developed their own independent analyses of satellite altimeter data.
Although all of thes interpretations have appeared in the literature, EPA has chosen to include only one
(NOAA) in the interest of keeping this indicator straightforward and accessible to readers. Other
organizations that publish altimetdrased data include:

e The Universitpf Colorado at Bouldenttp://sealevel.colorado.edu/

e AVISO (Francelww.aviso.oceanobs.com/en/news/ocedandicators/meansealevel/

e CSIROwww.cmar.csiro.au/sealevel/

Tide Gauge Reconstruction feigure 1. Global Average Absolute Sea Level Change;21880

CSIRO developed the loteym tide gauge reconstruction using a serigf adjustments to convert

relative tide gauge measurements into an absolute global mean sea level trend. Church and White
(2011) describe the methods used, which include data screening; calibration with satellite altimeter data
to establish patterns ofpatial variability; and a correction for GIA, which represents the ongoing change
in the size and shape of the ocean basins associated with changes in surface loading. On average, the
g2NI RQa 20SlIy ONMYzald A& aAiy1l Ayt lakdfo theBceaddolfowify (2 G KS
the retreat of the continental ice sheets after the Last Glacial Maximum (approximately 20,000 years
ago). Worldwide, on average, the ocean crust is sinking at a rate of approximately 0.3 mm per year. By
correcting for GlAthe resulting curve actually reflects the extent to which sea lexalld be rising if

the ocean basins were not becoming larger (deeper) at the same time. For more information about GIA
and the value of correcting for it, selettp://sealevel.colorado.edu/content/whaglacialisostatic
adjustmentgiaand-why-do-you-correctit.

Seasonal signals have been removed, but no inverse baromet@réasure) correction has been

applied because a suitable lotgrm global air pressure dataset is not available. Figure 1 shows annual

F SN} 23S OKFy3aS Ay GKS F2N¥ 2F |y lFy2YlLfeéo 9t! KI &
for the sake of claty.

The tide gauge reconstruction required the use of a modeling approach to derive a global average from
individual station measurements. This approatiowed the authors tancorporatedatafrom a time
varying array ofide gauges in a consistent way

Figure 2 Relative Sea Level Change Along U.S. Coastg20380

Figure 2 shows relative sea level change for 68 tide gauges with adequate data for the period from 1960
to 2011. Sites were selected if they began recording data in 1960 or earlier and if data were available
through 2011. Sites in souttentral Alaska beteen Kodiak Island and Yakutat were excluded from the
analysis because they have exhibited nonlinear behavior since a major earthquake occurred in 1964.

Extensive discussion of this network and tite gauge data analysis can be found in NOAA (2001) and
additional sources available from the @®Svebsite at:http://tidesandcurrents.noaa.govlhe process

of generatingrigure Znvolved only simple mathematiclOAA used monthly sea level means to
calculate dongterm annual rate of change for each station, which was determined by linear regression.
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EPA multiplied the annual rate of change by the length of the analysis period (52 years) to determine
total change.

7. Quality Assurance and Quality Control

Satellite data processing involves extengjuality assurancandquality control(QA/QQJ protocols for
exampleto check for instrumental drift by comparing with tide gauge data (note that no instrumental
drift has been detected for many years). The papdted in Sections 5 and 6 document all such QA/QC
procedures.

Church and White (2011) and earlier publications cited therein describe steps that were taken to select
the highestquality sites and correct for various sources of potential error in talegg measurements

used for the longerm reconstruction in Figure 1. QA/@@cedures fothe U.Stide gauge datan

Figure 2are described in various publications availablenatw.co-

0ps.nos.noaa.gov/pub.htmi#sitrends

Analysis

8. Comparability Over Time and Space

Figure 1. Global Average Absolute Sea Level Change,20880

Satellite data were collected by several different satellite altimeters over different timespans. Steps

have beertaken to calibrate the results and remove biases over time, and NOAA made sure to restrict
its analysis to the portion of the globe between 66 degrees south and 66 degrees north, where coverage
is most complete.

The number of tide gauges collecting datslthanged over time. The methods used to reconstruct a
longterm trend, however, adjust for these changes.

The most notable difference between the two time series displayed in Figure 1 is that thiefang
reconstruction includes a GIA correction, witilie altimeter series does not. The uncorrected

(altimeter) time series gives the truest depiction of how the surface of the ocean is changing in relation

to the center of the Earth, while the corrected (lotegm) time series technically shows how the wole

of water in the ocean is changing. A very small portion of this volume change is not observed as absolute
sea level rise (although most is) because of the GIA correction. Some degree of GIA correction is needed
for a tidegaugebased reconstruction inrder to adjust for the effects of vertical crust motion.

Figure 2 Relative Sea Level Change Along U.S. Coastg20960

Only the 68 stations with sufficient data between 1960 and 2011 were used to show sea level trends.
However, tide gauge measurentsrat specific locations amot indicative oforoader changes over

space, and the network is not designed to achieve uniform spatial coverage. Rather, the gauges tend to
be located at major port areas along the coast, and measurements tend to be mareretlis heavily
populated areas like the Midtlantic coastNevertheless, in many areas it is possible to see consistent
patterns across numerous gauging locatiorisr example, rising relative sea level all along the U.S.
Atlantic and Gulf Coasts.
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9. Sources of Uncertainty

Figure 1. Global Average Absolute Sea Level Change,2080

Figure 1 shows bounds of-&/ne standard deviation around the lottgrm tide gauge reconstruction.
For more information about error estimates related to the tide gaugmonstruction, see Church and
White (2011).

Leuliette et al. (2004) provide general discussion ahcertaintyfor satellite altimeter dataThe Jason
instrument currentlyprovidesan estimate of global mean sea level eve@ydhys, with an uncertaintyfo
3 to 4 millimeters.

Figure 2. Relative Sea Level Change Along U.S. Coast201360

Standard deviations for each statidevel trend estimate were included in the dataset provided to EPA
by NOAA. Overall,itth approximately50 years of datagthe 95percent confidence interval around the
longterm rate of change at each station is approximatelyOth mm per year&ror measurements for
eachtide gauge station aralso describeih NOAA (2001jut many of the estimates in that publication
pertain tolongerterm time series (i.e., the entire period of record at each station, not thgds

period covered by this indicatar)

General Discussion

Uncertainties in the data do not impact the overall conclusidndegauge data do present challenges,
asdescribed by Parker (1992) andrious publications available fromww.co-
ops.nos.noaa.gov/pub.html#sltrendSince 2001, there has been some disagreement and debate over
the reliabilityof the tide gauge data and estimates of global sea level rise trends thhese data

(Cabanes et al., 2001). However, further research on comparisons of satellite datme/ghuge
measurements and on improved estimates of contributions to sea level rise by sources other than
thermal expansion and by Alaskan glaciers in particaldrave largely resolved the question (Cazenave
and Nerem, 2004; Miller and Douglas, 2004 gSehstidies haven large part closed the gap between
different methods of measuringea level change, although further improvements are expected as more
measurements and longer time series become available.

10.Sources of Variability

Changes in sea level canibBuencedby multiyear cycles such as El Nifia Nifiaand the Pacific

Decadal Oscillation, which affect coastal ocean temperatures, salt content, winds, atmospheric pressure,
and currentsThe satellite data record is of insufficient lengohdistinguishmediumterm variability

from longterm change, which is why the satellite record in Figure 1 has been supplemsititeal

longerterm reconstructiorbased ortide gauge measurements.
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11. Statistical/Trend Analysis

Figure 1 Global Average Absolute Sea L&ignge, 1882011

The indicator textefers to longterm rates of change, which were calculated using ordinary {east
squares regression, a commonly used method of trend analyséslongterm tide gaugereconstruction
trend reflects an average increase@07 inches per year. The 192®811trend is0.13 inches per year

for the reconstruction, and the 192011 trend for the NOAA altimetdrased time series is 0.11 inches
per year. Church and White (2011) provide more information about-teng rates ofchange and their
confidence bounds.

Figure 2 Relative Sea Level Change Along U.S. Coastg20360

U.S. relative sea levedsults have been generalized over time by calculating-teng rates of change
for each station using ordinary leastjuares rgression. No attempt was made itaterpolatethesedata
geographically

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Relative sea levdtends represent a combination absolute sea lesl change and local changes
in land elevationTide gauge measurements such as those presented in Figure 2 generally
cannot distinguish between these two influences without an accurate measurement of vertical
land motion nearby.

2. Some changs in relative and absolute sea level may be due to multiyear cycles such as El

Nifio/La Nifia and the Pacific Decadal Oscillation, which affect coastal ocean temperatures, salt

content, winds, atmospheric pressure, and currefiise satellite data record & insufficient
lengthto distinguishmediumterm variability from longerm change which isvhy the satellite
record in Figure 1 has been supplemented with a lofigan reconstructiorbased ortide
gauge measurements.

3. Satellite datado not provide suftient spatial resolutiono resolve sea levetends for small
water bodies, such as many estuariesfor localized interestsuchas a particular harbor or
beach

4. Most satellite altimeter trackspan the aredrom 66degrees nortHatitude to 66 degrees
south, so they cover about 9fercentof the ocean surfaganot the entire ocean.
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Ocean Acidity

Identification

1. Indicator Description

This indicator showsecenttrends inacidity levels in the oceaatt three key locations. The indicator also
presentschanges in aragonite saturatidsy comparing historical dataith the most recent decade
Ocean acidity and aragonite saturation levae strongly affected by the amount of carbon dissolved in
the water, which is directly related to the amount of carbon dioxide in the atmosphere.

Components of this indicator include:

¢ Recenttrends in ocean carbon dioxide and acidity levels (Figure 1)
e IAAU2NAOIE OKIy3aSa Ay GKS I NFighe®DA(GS al Gdz2NF A2y

2. Revision History

April 2010: Indicator posted
May 2012: Figure 1 data updated; new Figure 2 source and metric

Data Sources

3. Data Sources

Figure 1 includes trend lines from three different ocean time series: the Bermuda AtlantiSEnies
Study (BATS); the European Station for Hgezies in the Ocean, Canary Islands (ESTOC); and the Hawaii
Ocean Time&eries (HOT).

CA3IdzNE w O2y il Ay a,) dalbliatibasyéived fromtmaspldiic davbé@nydioxian

records from ice cores and obsed atmospheric concentrations at Mauna Loa, Hawaii. These
atmospheric carbon dioxide measurements are processed using the Community Earth Systems Model
(CESM), maintained by the National Center for Atmospheric Research (NCAR), to determine historical
conentrations of carbonate (G) in seawater. Along with salinity and temperature, this value can be
dza SR G2 OFf OdrlldesiS KAAG2NAROFE m

4. Data Availability

Figure dcompiles pC@(the mean seawateCQ LJ- NI A I £  LINJadPpldziadtd fromythree | G Y
sampling programs in the Atlantic and Pacific OceBasv data from the three ocean sampling
programs are publicly available onlirie.the case of Bermuda and the Canary Islands, updated data
were procured directly from the scieists leading those programBATS data and descriptions are
available athttp://bats.bios.edu/bats form_bottle.htmIESTOC data can be downloaded from:
www.eurosites.info/estoc/data.phpHOT datavere downloaded from thédiOT Data Organizati@nd
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Graphical Systemebsite at:http://hahana.soest.hawaii.edu/hot/products/products.htmAdditionally,
annual HOT data reports are availabletdtp://hahana.soest.hawaii.edu/hot/reports/reports.html

Themapinfigure 2iIRSNA GSR FNRY GKS alyYS a2dz2NOS RFGF & bh!
{ LIKSNB ¢ @A R Statp:/&ds Mode. dovliDitasyts/listiphp?category=0Ocdeelyet al., 2009).
EPA obtained the map data from Dr. Sarah Cooley of the Woods Hole Oceanographic Institution (WHOI).

Methodology

5. Data Collection

Figure 1 Ocean Carbon Dioxide Levels and Acidity, ¢ZRBRL

This indicator reports on the pH of the uppemgters of the ocean and the corresponding partial
pressure of dissolved carbon dioxide (p-Bachdatasetcovers a different time period:

e BATS data used in this indicator are available from 19831&. Zamples wereollected from
two locations in theAtlantic Ocean near Bermuda (BATS and Hydrostation S), located at (31°43'
N, 6410' W) and (32L0CN, 6430QW), respectively(see:
http://bats.bios.edu/bats _location.htn)l

e ESTOC data are availabtam 19% to 2000. ESTOC is located(@8c MmN, Q& o W)(nh the
Atlantic Ocean.

¢ HOT data are available from 1988 to 2010. The HOT station is located at (23° N, 158° W) in the
Pacific Ocean.

At the BATS and HOT statiodissolved inorganic carbo®(Q and total alkalinity (TA) were measured
directly from water samples. DIC accounts for the carbonate and bicarbonate ions that occur when CO
dissolves to form carbonic acid, while total alkalinity measures the buffering capacity of the water,

which is afécted by the addition of a weak acid such as carbonic acid. At ESTOC, pH and alkalinity were
measured directly (Bindoff et al., 2007).

Each station followed internally consistent sampling protocols over time. Bates et al. (2012) describe the
sampling plarfor BATSFurther information on BATS sampling methods is available at:
http://bats.bios.edu ESTOC sampling procedures are describe@dnzalezDavilaet al. (2010). HOT
sampling procedures are described in documewtathvailable at:
http://hahana.soest.hawaii.edu/hot/hot_jgofs.htndnd:

http://hahana.soest.hawaii.edu/hoproducts/HOT surface CO2 readme.pdf

Figure2/ KI y38a Ay ! N} 3I2yAiS { BaxoidAzy 2F GKS 2 2NI RQ:

The map in Figure 2 shows the estimated change in sea surfaitem 1880 to 2012. Aragonite

saturation values are calculated in a mugliep process that originates from historical atmospherig CO
concentrations that are built into the model (the CESM). As documented in Orr et al. (2001), this model
uses historical atmospheric @€ncentrations based on ice cores and atmospheric measurements
(collected at Mauna Loa, Hawaii).
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6. Indicator Derivation

Figure 1 Ocean Carbon Dioxide Levels and Acidity, ¢ZRBRL

At BATS and HOT stations, pH andp@{des were calculated based on DIC and TA measurements
from water samplesBATS analytical procedures are describe@tes et al. (2012HOT analytical
procedures are described in documentation available at:
http://hahana.soest.hawaii.edu/hot/hot_jgofs.htndnd:
http://hahana.soest.hawaii.edu/hot/products/HOT_surface CO2 readme ADESTO®CQ was
calallated from direct measurements gHand alkalinity ESTOC analytical procedures are descridyed
GonzaleDavilaet al. (2010). For all three locations, Figure 1 shiovgstumeasured or calculated
values for pC@and pH, as opposed to values adjustedatstandard temperature.

Thelinesin Figure onnect points thatepresent individual sampling evenfso attempt was made to
generalize data spatially or portray data beyond the temporal windows in which measurements were
made. Unlike some figures the published source studies, the data shown in Figure 1 are not adjusted
for seasonal variability. The temporal interval between sampling events is somewhat irregular at all
three locations, so moving averages and monthly or annual averages based oddteseuld be
misleading. Thus, EPA elected to show individual measurements in Figure 1.

Figure2/ K y3Sa Ay I NIF3I2yAdS {I BRO16 A2y 2F GKS 2 2NI RQ:

The map in Figure 2 was created by Earah Coolefwoods Hole Oceanographic Institutjarsing the
CESMwhich is available publickt: www.cesm.ucar.edu/models/Atmospheric C&concentrations

were processed by the CESM to calculate historical ocean attributes, including monthly salinity,
temperature, and C&} concentrations, on an approximately 1° by 1° grid. Next, these monthly model
outputs were used to approximate concentrations of the calcium ioA"(@a a function of salt (Millero,
1982) and calculate aragonite solubility agtingto Mucci (1983). The resulting aragonite saturation
state was calculated using a standard polynomial solver for MATLAB, which was developed by Dr.
Richard Zeebe of the University of Hawaii. This solver is available at:
www.soest.hawaii.edu/oceanography/faculty/zeebe_files/CO2_ System_in_Seawater/csys.html

' NI 32y AGS &l GdzNF G A 2y whithiis déffedass NBLINBASYGSR Fa m
My =[CANCQ*8 & YQ

The numerator represents the product of the observed concentrations of calcium and carbonate ions.

Y £Is the apparent solubility product, which is a constant that is equal t6][C&?] at equilibrium for

I 3AGSY 480 2F GSYLISNI (dNBT LiNRuaiteszhBoghaticomBares I £ A Y A
the observed concentrations of calcium and carbonate ions dissolved in the water with the

concentrations that would be observelty RS NJ Fdzf f &8 & (0 dgNdlud & RrepieBeyfitRflG A 2 y & ®
saturation, while a value of 0 indicates that no aragonite is dissolved in the waieanQvater at the

surfacecan besupersaturatedvith aragonite, howeversoit is possible to have am, value greater

than 1, and it is also possible to experience a decrease over time yet still have water that is

supersaturated.

C2NJ CAIdzZNB HI Y2y(dKfe Y2RSft 2 dzi Lzl Afor ga8H\gBd celld S NI ISR
The resulting map isased on averages for two decad&880;1889 (a baseline) and 20012 (the
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Y2ad NBOSYyG RSOIRS | @I Af I qbefvrah th€oadaktdaseline) detafles & (1 K S
and the most recent decade. It is essentially an endptmirgndpoint compaison, but using decadal

averages instead of individual years offers some protection against inherentosgaar variability. The

map has approximately 1° by 1° resolution.

7. Quality Assurance and Quality Control

Quiality assurance and quality control (QA&) Xsteps are followed during data collection and data
analysis. These procedures are described in the documentation listed in Sections 5 and 6.

Analysis

8. Comparability Over Time and Space

Figure 1 Ocean Carbon Dioxide Levels and Acidity, (8861

BATSESTOC, and H@achuse different methods to determine pH and pCthougheach individual
sampling program usavell-established methods that areonsistent over time.

Figue2/ KI y38a Ay ! N}3I2yAiS { BaoidiAzy 2F GKS 22NI RQ:

The CESM calculatesta forall pointsA y (1 KS 9 I udiigic@riparabl@&hogs dAtmospheric

CQ concentration values differ in origin depending on their age (i.e., older values from ice cores and
more recent values from direct atmospheric measuremeHowever, all biogeochemical calculations
performed by the CESM use the atmospheri¢ Gues in the same manner.

9. Sources of Uncertainty

Figure 1 Ocean Carbon Dioxide Levels and Acidity, ¢Z38GL

Uncertainty measurements can be made for raw dadavell as analyzed trends. Details on uncertainty
measurements can be found in the following documents and references therein: Bindof{2a@d),
Bates et al. (2012), Dore et al. (2009), @whzalezDavilaet al. (2010).

Figure 2Changes in AraganiS { I G dzNJ G A2y 2 B3PI 2 2NX RQa hOSIFyasz
Uncertainty and confidence for CESM calculations, as they compare wilvaddlobservations, are

measured and analyzed in Doney et al. (2009). Uncertainty for the approximatiof” an@aragonite
solublity are documented in Millero (1982) and Mucci (1983), respectively.

10.Sources of Variability

Aragonite saturation, pH, and pg&re properties of seawater that vary with temperature and salinity.
Therefore, these parameters naturally vary over space and.tVariability in ocean surface pH and

pCQ data has been associated with regional changes in the natural carbon cycle influenced by changes
in ocean circulation, climate variability (seasonal changes), and biological activity (Bindoff et al., 2007).
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Fgure 1 Ocean Carbon Dioxide Levels and Acidity, {8861

Variability associated with seasonal signalstill present in the data presented in Figurd fiis seasonal
variability can be identified by the oscillating line that connects sampling events for each site.

Figure2/ K y3Sa Ay I NIF3I2yAiS {I BRO16 A2y 2F GKS 2 2NI RQ:

CA3dzNB H aK?2 g a, vayheograpKidally. MSrithly Bny/early variations in GO
concentrations, temperature, salinity, and other relevant parameters have been addressed by
calculating decadal averages.

11. Statistical/Trend Analysis

This indicator does not report on the slope of the apparent trends in oeedatity and pC&in Figure 1.
The longterm trends in Figure 2 are based on an endpaomendpoint comparison between the first
decade of widespread data (the 1880s) and the most recent 10 years of data;220@3. The statistical
significance of thesadnds has not been calculated.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Carbon variability exists in the surface layers of the ocean as a result of changing surface
temperatures, mixing of layers as a result of ocean circulation, and other seasonal variations.

2. Changes in ocean pH caused by the uptake of atmospheric carbon dioxide tend to occur slowly
relative to natural fluctuations, so the full effect of atmospherichoar dioxide concentrations
on ocean pH may not be seen for many decades, if not centuries.

3. hOSIYy OKSYAAUNER A& y20 dzyAT2NY UGKNRdAdAK2dzi GKS
pH measurement to seem incorrect or abnormal in the context of thbajldata.

4. Although closely tied to atmospheric concentrations ob&Bagonite saturation is not
exclusively controlled by atmospheric £@s salinity and temperature are also factored into the
calculation.
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Arctic Sea lce
|

Identification

1. Indicator Description

This indicator tracks the extent and age of sea ice in the Arctic Ocean. The extent of area covered by
Arctic sea ice is considered a particularly sensitive indicator of global climate becauseex slanate

will reduce the amount of sea ice present. The proportion of sea ice in each age category can indicate
the relative stability of Arctic conditions as well as susceptibility to melting events.

Components of this indicator include:

¢ Changes ithe September average extent of sea ice in the Arctic Ocean since 1979 (Figure 1)
¢ Changes in the proportion of Arctic sea ice in various age categories at the September weekly
minimum since 1983 (Figure 2)

2. Revision History

April 2010: Indicator of Arctigea ice extent posted
December 2011: Updated with data through 2011; added age of ice
October2012: Updated with data through 2@1L

Data Sources

3. Data Sources

Figure 1 (extent of sea ice) is based on monthly average sea ice extent data provided by NSBOC. N&
data are derived from satellite imagery collected and proce$setthe National Aeronautics and Space
Administration (NASANSIDC also provided Figure 2 data (age distribution of sea ice), which are derived
from weekly NASA satellite imagery and ggssed by the team of Maslanik and Tschudi at the

University of ColoradgBoulder.

4. Data Availability

Figure 1. September Monthly Average Arctic Sea Ice Extent, (029

Users can access monthly map images;a8ifpatible map files, and gridded daily aménthly satellite

data, along with corresponding metadata, http://nsidc.org/data/seaice _index/archives/index.html

From this page, users can also download monthly extent and aréaddat CNR2 Y G KA & LJ ISz &as$s
9EGSYld FYR [/ 2yOSyidNIGA2y 5FGF2¢ gKAOK gAftt €SIFR

(ftp://sidads.colorado.edu/DATASETS/NOAA/G021B6 obtain the September monthly data that wer

dzZaSR Ay (GKAa AYRAOFG2NE &4StSOG GKS a{SLX RANBOI2N.
different version of the graph in Figure 1 (plotting percent anomalies rather than square miles), return

G2 GKS a{SL¥E RANBXI®RMEIE yARY 218y GKS & XLX
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describes how to download, read, and interpret the data. It also defines datafelds and key
terminology. Gridded source data can be foundtsip://nsidc.org/data/nsidc0051.htmland:
http://nsidc.org/data/nside0081.html

Figure 2. Age of Arctic Sea Ice at Minimum September Weel; @23

NSIDC published a version of Figure 2p://nsidc.org/arcticseaicenews/20140/polesapart-a-
record-breakingsummerandwinter. EPA obtained the data shown in the figure by contacting NSIDC.
The data are processed by Dr. James Maslanik and Dr. Mark Tschudi at the University of Colorado,
Boulder, and provided to NSIDErlier versons of this analysis appeared in Maslanik et al.1(PGgnd
Maslanik et al. (2007)

Satellite data used in historical and ongoing monitoring of sea ice age can be found at the following
websites:

¢ Defense Meteorological Satellite Program (DMSP) Scanning Multi Channel Microwave
Radiometer (SMMRttp://nsidc.org/data/nside0071.html

o DMSP Special Sensor Microwave/lmager (SSMip://nsidc.org/data/nside0001.html

e DMSP Special Sensor Microwave Imager and Sounder (SiSit8iisidc.org/data/nside
0001.html

¢ NASA Advanced Microwave Scanning &adter for the Earth Observing SystéAMSRE)
http://nsidc.org/data/amsre

e Advanced Very High Resolution Radiometer (AVHRR):
http://nsidc.org/data/avhrr/data_summaries.html

Age calculations also depend aind measurements and douoy-based measurements apohotion
vectors.Wind measurements are available atww.esrl.noaa.gov/psd/data/reanalysis/reanalysis.shtml
Data and metadata are available onlinelattp://iabp.apl.washington.edu/data.htménd:
http://nsidc.org/data/nside0116.html

Methodology

5. Data Collection

This indicator is based on maps of sea ice extent in the Arctic Ocean and surrounding waters, which
were developed using brightness temperature imagery collected by satellites. Data from Ot8318e

through June 1987 were collected using the NimBUWSMMR instrument, and data since July 1987 have
been collected using a series of successor SSM/I instruments. In 2008, the SSMIS replaced the SSM/I as
the source for sea ice products. These instraisecan identify the presence of sea ice because seaice

and open water have different passive microwave signatures.record has been supplemented with

data from AMSHE, which operated from 2003 to 2011.

The satellites that supply data for this indioabrbit the Earth continuously, collecting images that can
0S dzaSR (G2 3ISYSNI S RIAtE& YILaA 2F aSkr AOS SEdGSyido
resolution of 25 kilometers. The resultant maps have a nhominal pixel area of 625 square kilometers
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Because of the curved map projection, however, actual pixel sizes rang8&@o 664square
kilometers.

The satellites that collect the data cover most of the Arctic region in their orbital paths. However, the

sensors cannot collect data from a cil@uarea immediately surrounding the North Pole due to orbit
AYOftAYLFGA2Y D CNBY MdpTy GKNRIZAK WdzyS mopytz GKAA &L
Since July 1987 it has measured 0.31 million square kilomé&ersnore information about thispatial

gap and how it is corrected in the final data, see Section 6.

To calculate the age of ice (Figure 2), the SSBMIMR and AMSHEimagery have been supplemented
with three additional data sets:

¢ AVHRR satellite data, which use an optical senestgument that can measure sea ice
temperature and heat flux, which in turn can be used to estimate thickness. AVHRR also covers
0KS aLRtS K2t Sod¢é

e al LA 2F GAYR aLISSR YR RANBOGAZ2Y G mn YSGSNE
o0& bh! ! @lXentets ipABhyronmental Prediction (NCEP).

e Motion vectors that trace how parcels of sea ice move, based on data collected by the
International Arctic Buoy Programme (IABP). Since 1955, the IABP has deployed a network of 14
to 30in situbuoys in the Actic Ocean that provide information about movement rates at six
hour intervals.

For documentation of passive microwave satellite data collection methods, see the summary and
citations at:http://nsidc.org/data/docs/noaa/g02135_seaice indeor further information on AVHRR
imagery, seehttp://noaasis.noaa.qgov/NOAASIS/ml/avhrr.htrfor motion tracking methods, see
Maslanik et al(2011), Fowler et al. (2004), andttp://nsidc.org/data/nsidec0116.html

6. Indicator Derivation

Figure 1. September Monthly Average Arctic Sea Ice Extent, (029

Satellite data are used to develadily ice extent and concentration maps using an algorithm developed
by NASA. Data are evaluated within grid cells on the map. Image processing includes quality control
features such as two weather filters based on brightness temperature ratios to scoeéaise positives
over open water, an ocean mask to eliminate any remaining sea ice in regions where sea ice is not
expected, and a coastal filter to eliminate most false positives associated with mixed land/ocean grid
cells.

From each daily map, analgist Ol f Odzf | §S G(KS Gz2dlt aSEGSydé yR al |
defined differently as a result of how they address those portions of the ocean that are partially but not
completely frozen:

e Extentis the total area covered by all pixels on theprthat have at least 15 percent ice
concentration, which means at least 15 percent of the ocean surface within that pixel is frozen
over. The 15 percent concentration cutoff for extent is based on validation studies that showed
that a 15 percent thresholdIN2 A RSR G KS 06S&i FLIINREAYIGAZY 27
lowest bias. In practice, most of the area covered by sea ice in the Arctic far exceeds the 15
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percent threshold, so using a higher cutoff (e.g., 20 or 30 percent) would yield different totals
but similar overall trends (for example, see Parkinson et al., 1999).
e AreaNBLINBaASyidia (GKS | Oldzrt &adz2NFI OS | NBI O20SNBR 0§
kilometers and its ice concentration were 75 percent, then the ice area for that pixel weuld b
450 square kilometers. At any point in time, total ice area will always be less than total ice
extent.

9t ! Q&4 AYRAOIFIG2N) I RRNBaasSa SEGSYyd NIXGKSNI GKIy | NBI
trends in sea ice, but in this case, EPA chodeok at the time series for extent because it is more

complete than the time series for area. In addition, the available area data set does not iti@ude

G LJ2 t S(thk &da Sikectly above the North Pole that the satellites cannot coeed the &e of this

unmapped region changed as a result of the instrumentation change in 1987, creating a discontinuity in

GKS I NBF RIGEFE® Ly O2y iGN} &ads GKS SEGG SyidicoveradyrS & SNA S
with at least 15 percent ice, whichasreasonable assumption based on other observations of this area.

b! {1 Q&4 LINROS&aaAy3d I f 32 Ndciasional daysWithdizeSyaps dué 16 sdtellitéi 2 RS |
or sensor outages. These days were removed from the time series and replacexternplolated values
based on the total extent of ice on the surrounding days.

From daily maps and extent totals, NSIDC calculated monthly average extgoie kilometersEPA
converted these values to square miles to make the results accessible tiemamidience. By relyingn
monthly averages, this indicator smoothes out some of the variability inherent in daily measurements.

Figure 1 shows trends in September average sea ice extent. September is when Arctic sea ice typically
reaches its annual mimum, after melting during the summer months. By looking at the month with the
smallest extent of sea ice, this indicator focuses attention on the time of year when limiting conditions
would most affect wildlife and human societies in the Arctic region.

This indicator does not attempt to estimate values from before the onset of regular satellite mapping in
October 1978 (which makes 1979 the first year with September data for this indicator). It also does not
attempt to project data into the future.

For doementation of the NASA Team algorithm used to process the data, see Cavalieri et al. (1984) and:
http://nsidc.org/data/nside0051.htm! For more details about NSIDC methods, see the Sea Ice Index
documenttion and related citations ahttp://nsidc.org/data/docs/noaa/g02135 seaice index

Other months of the year were considered for this indicator, but EPA chose to focus on September,
whichis when the extent of ice reaches its annual minimum. September extent is often used as an
indicator. One reason is because as temperatures start to get colder, there may be less meltwater on
the surface than during the previous summer months, thus legthrmore reliable remote sensing of

ice extent. Increased melting during summer months leads to changes in the overall character of the
icet i.e., age and thicknessand these changes have implications throughout the year. Thus,
September conditions are piEularly important for the overall health of Arctic sea ice.

Evidence shows that the extent of Arctic sea ice has declined in all months of the year. Comiso (2012)
examinedthe seasonal pattern iArctic sea ice extent fadhree decadal periods plus thgears 2007,

2009, and 201@nd found declines throughout the yedrhe figure below shows an analysis of monthly
means from theNational Snow and Ice Data Center (NSiDX3@ source of data for this indicator. It
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reveals that Arctic sea ice extent has deeti in all months, with the most pronounced decline in the
summer and fall.

Monthly Arctic Sea Ice Extent,
1978/1979 - 2011/2012
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Data source: NSIDBitp://nsidc.org/data/seaice index/archives/index.htmAccessetlovember2012.

Figure2. Age of Arctic Sea Ice at Minimum September Week 2032

A research team at the University of Colorado at Boulder processes daily sequential SSM/I, SMMR,
AMSRE,and AVHRR satellite data from NASA, then produces maps using a grid witkb$A Rrkim

OStftaod ¢KS !+l ww RIFEGIF KSELI G2 FAff GKS aLRES K2t S
thickness of the iceLike Figure 1A & YSG K2R Of | 44 A T AlSpercéntokheE St | & & A
ocean surface within the area is frozen ovesing buoy data from the IABP, motion vectors for the

entire region are blended via optimal interpolation and mapped on the gridded KEMEP wind data

are also incorporated at this stage, with lower weighting during winter and higher weighting during

summer, when surface melt limits the performance of the passive microwave Daiidy ice extent and

motion vectors are averaged on a weekly basis. Once sea ice reaches its annual minimum extent

(typically in early September), the ice is documented as haged by one year. For further information

on data processing methods, see Maslanik et all{zMaslanik et al. (20073nd Fowler et al. (2004).

Although the most recently published representative study does not utilize ABMSR)htness data or

NCEP wnd datafor the calculation of ice motion, theesultspresented in Figure 2 and the NSIDC

website incorporate these additional sources.

Figure 2 shows the extent of ice that falls into several age categories. Whereas Figure 1 extends back to
1979, Figur@ can only show trends back to 1983 because it is not possible to know how much ice is five
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or more years old (the oldest age class shown) until parcels of ice have been tracked for at least five
years. Regular satellite data collection did not beginltitober 1978, which makes 1983 the first year
in which September minimum ice can be assigned to the full set of age classes shown in Figure 2.

7. Quality Assurance and Quality Control

Image processing includes a variety of quality assurance and qualttplo@A/QC) procedures,
AyOfdzZRAY3 aGSLA (2 aONBSy 2dzi FlLftasS LRairAldAgSaod ¢K
documentation athttp://nsidc.org/data/docs/noaa/g02135 seaice_inklas well as in some of the

references cited therein.

b{L5/ ! NOGAO asSIF AOS RIi{FI KIF@®S GKNBS tS@Sta 27F LN
come from the Near Redlime SSM/I Polar Gridded Sea Ice Concentrations (NRTSI) data set.a#RTSI d

32 GKNRdAzZZK | FANRG tS@St 2F OFfAONYGA2Y YR ljdzh £ A
LINE RdzOG® ¢KS FAyFf RIFEGEF NS LINRPOS&aaSR o0& b!{!Qa D
similar process but a higher level of QC. Switching &t S| to GSFC data can result in slight changes

in the total extent values on the order of 50,000 square kilometers or less for total sea ice extent.

. S0l dAaS tw9[La IYyR D{C/ LINROSaaAy3d NBldzANBSa aSoaSN.
the years 1979 to 2010 and a NRTSI data point for 2011. At the time EPA published this report, the GSFC
data for 2011 had not yet been finalized.

Analysis

8. Comparability Over Time and Space

Both figures for this indicator are based on data collection mettardsprocessing algorithms that have
0SSy LI ASR O2yaradaSyate 20SNIGAYS FyR &L} OSo b!
GKS SEOSLIiA2y 2F | aK2tS¢ |G GKS b2NIK t2tS8 F2NJ C

overtime, E! Q4 AYRAOFG2N) dzaSa | RIGF aSi GKFG O2NNBOGa

The total extent shown in Figure 2 (the sum of all the stacked areas) differs from the total extent in

Figure Ibecause Figure ghows conditions during the specific week in Septembegmwminimum

extent is reached, while Figure 1 shows average conditions over the entire month of September. It

g2dZ R y2i YI1S aSyasS (G2 O2y@SNI CA3Idz2NBE W G2 F Y2y
one year as soon as the minimum has beenegtd, which creates a discontinuity after the minimum

week.

9. Sources of Uncertainty

b{L5/ Q& {SI LOS Hipyl/RSEordgrigt@in¥s/Sohaic0ai352s¥aice indedescribes
seveal analyses that have examined the accuracy and uncertainty of passive microwave imagery and
the NASA Team algorithm used to create this indicator. For example, a 1991 analysis estimated that ice
concentrations measured by passive microwave imagery amgratecto within 5 to 9 percent,

depending on the ice being imaged. Another study suggested that the NASA Team algorithm
underestimates ice extent by 4 percent in the winter and more in summer months. A third study that
compared the NASA Team algorithm wittw highefresolution data found that the NASA Team
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algorithm underestimates ice extent by an average of 10 percent. For more details and study citations,
see:http://nsidc.org/data/docs/maa/g02135 seaice inde€ertain types of ice conditions can lead to
larger errors, particularly thin or melting ice. For example, a melt pond on an ice floe might be mapped
as open water. The instruments also can have difficulty distinguishingtéréace between ice and

snow or a diffuse boundary between ice and open water. Using the September minimum minimizes
many of these effects because melt ponds and the ice surface become largely frozen by then. These
errors do not affect trends and relagvwchanges from year to year.

NSIDC has calculated standard deviations along with each monthly ice concentration average.

NSIDC has considered using a newer algorithm that would process the data with greater certainty, but
doing so would require extensivesearch and reprocessing, and data from the original instrument (pre
1987) might not be compatible with some of the newer algorithms that have been proposed. Thus, for
the time being, this indicator uses the best available science to provide adwruhilal representation

of trends in Arctic sea ice extent. The overall trends shown in this indicator have been corroborated by
numerous other sources, and readers should feel confident that the indicator provides an accurate
overall depiction of trends in Atic sea ice over time.

Accuracy of ice motion vectors depends on the error in buoy measuremaims fieldsand satellite
images. Given that buoy locationaladings are taken every six hours, satellite images afeo24

F SN} 3Sax YR I a0YkaSO¢ @l fdzS Aa AYyGSN1ILREIFIGISR o
2F GKS AYAGAFE LRaAGAZ2Y YR adzoaSldzSyessthadklr RAy 33 o
OYkaSoO FT2NJ GKS | SN 3S @St 20A0e 20SNI Hn K2 dzNEE
(http://nsidc.org/data/docs/daac/nsidc0116 icemotion/buoy.htjnl

10.Sources of Variability

Many factors contribute to vaability in this indicator. In constructing the indicator, several choices have
been made to minimize the extent to which this variability affects the results. The apparent extent of
sea ice can vary widely from day to day, both due to real variabiliggiaxtent (growth, melting, and
movement of ice at the edge of the ice pack) and due to ephemeral effects such as welathds, and
water vapor, melt on the ice surface, and changes in the character of the snow and ice .slinace
intensity of NorthernrAnnular Mode (NAM) conditions and changes to the Arctic Oscillation also have a
strong yeato-year impact on ice movement. Under certain conditions, older ice might move to warmer
areas subject to increased melting. Weather patterns can also affect themmg of icebergs out of the
Arctic entirely. For a more complete description of major thermodynamic processes that impact ice
longevity, see Maslanik et al. (2007) and Rigor and Wallace (2004).

I OO2NRAY 3 G2 b{ L 5Shitpdasidio2g@azyuSog/tiobalgf223F seaiteY indeextent

is a more reliable variable than ice concentration or area. The weather and surface effects described

above can substantially impact estimates oféo@centration, particularly near the edge of the ice pack.

Extent is a more stable variable because it simply registers the presence of at least a certain percentage

of sea ice in a grid cell (15 percent). For example, if a particular pixel has andeatcation of 50

percent, outside factors could cause the satellite to measure the concentration very differently, but as

long as the result is still greater than the percent threshold, this pixel will be correctly accounted for in

G KS 2 G MontblySatetagey aiso Belp to reduce some of thetaR @ dy2A4aS5¢ Ay KSNS
ice measurements.
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11. Statistical/Trend Analysis

This indicator does not report on the slope of the apparent trends in September sea ice extent and age
distribution, nor does it alculate the statistical significance of these trends.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Variations in sea ice are not entirely due to changes in temperatuter@obnditions, such as
fluctuations in oceanic and atmospheric circulation and typical annual and decadal variability,
can also affect the extent of sea ice, and by extension the sea ice age indicator.

2. Changes in the age and thickness of sea foe exampe, a trend toward younger or thinner
icet might increase the rate at which ice melts in the summer, making-tgegear
comparisons more complex.

3. Many factors can diminish the accuracy of satellite mapping of sea ice. Although satellite
instruments and proessing algorithms have improved somewhat over time, applying these new
methods to established data sets can lead to tradis in terms of reprocessing needs and
compatibility of older data. Hence, this indicator does not use the higlessilution imagey or
the newest algorithms. Trends are still accurate, but should be taken as a general representation
of trends in sea ice extent, not an exact accounting.

4. As described in Section 6, the threshold used to determine extébtpercent ice cover within
a gien pixet represents an arbitrary cutoff without a particular scientific significance.
Nonetheless, studies have found that choosing a different threshold would result in a similar
overall trend. Thus, the most important part of Figure 1 is not the abseixitent reported for
any given year, but the size and shape of the trend over time.

5. Using ice surface data and motion vectors only allows the determination of a maximum sea ice
age. Thus, as presented, the Figure 2 indicator only indicates the age distribfisea ice on
the surface, and is not necessarily representative of the age distribution of the total sea ice
volume.
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Glaciers

Identification

1. Indicator Description

This indicator examines the balance between snow accumulation and melting in glaciers, and describes
how the size of glaciers around the world has changed since 1945. On a local and reglenahaoges

in glaciers have implications for ecosystems and people who depend on detEreamflow. On a

global scale, loss of ice from glaciers contributes to sea level rise.

Components of this indicator include:

¢ Cumulative trends in the mass bakte of reference glaciers worldwide over the past 65 years
(Figure 1)
e Cumulative trends in the mass balance of three U.S. glaciers over the pastiaify (Figure 2)

2. Revision History

April 2010: Indicator posted

December 2011: Updated with datiarough 2010

April 2012: Replaced Figure 1 with data from a new source

June 2012: Updated Figure 2 with data through 2010 for South Cascade Glacier

Data Sources

3. Data Sources

Figure 1 shows the average cumulative mass balance of a global set of refdeiessgwhich was
originally published bthe World Glacier Monitoring Service (WGMS) (2011). Measurements were
collected by a variety of academic and government programs and compiled by WGMS.

The U.S. Geological Survey (USGS) Benchmark Glacier Psogrisied the data for Figure 2, which
aK2ga GKS OdzydzZ F GABS Yl aa ol ftl yOS - manKoNdgBas! ©o{ @ a
taken place.

4. Data Availability
CAIdzNE mod ! SN IS / dzYdzE F GAPS al aa .qeoior yOS 2F awST¥

A version of Figure 1 with data through 2009 was publish&i@MS(2011). Preliminary values for
2010 were posted by WGMS atww.wgms.ch/mbb/sum10.htmlAs a result, 2010 is associated with a
reduced nunber (30) of associated reference glaci&tBA obtained the data in spreadsheet form from
the staff of WGMS.
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Raw measurements of glacier surface parameters around the world have been recorded in a variety of
formats. Some data are available in online detses such as the World Glacier Inventory
(http://nsidc.org/data/glacier_inventory/index.htm! Some raw data are also available in studies by
USGS. WGM&nvw.geo.uzh.ch/microsite/wgm3/maintains perhaps the most comprehensive record of
international observatioris much of it in hard copy only.

Figure 2. Cumulative Mass Balance of Three U.S. Glacierg20968

A cumulative net mass balandata set is available on the USGS benchmark glacier website at:
http://ak.water.usgs.gov/glaciology/all_bmg/3glacier balance.hBecause the online data are not
necessarily updated every time a correction or recalculation is made, EPA obtained the rmstaip
data for Figure 2 directly from USGS. More detailed metadata and measurements from the three
benchmark glaciers can lbeund on the USGS website attp://ak.water.usgs.gov/glaciology

Methodology

5. Data Collection

This indicator provides information on the cumulative change in mass balance of numerous glaciers over
time. Qacier mass balance data are calculated based on a variety of measurements at the surface of a
glacier, including measurements of snow depths and snow density. These measurements help
glaciologists determine changes in snow and ice accumulation and ablhtibresult from snow
precipitation, snow compaction, freezing of water, melting of snow and ice, calving (i.e., ice breaking off
from the tongue or leading edge of the glacier), wind erosion of snow, and sublimation from ice (Mayo
et al., 2004). Both stace size and density of glaciers are measured to produce net mass balance data.
These data are reported in meters of water equivalent (mwe), which corresponds to the average change
in thickness over the entire surface area of the glacier. Because srbgeanan vary in density

(depending on the degree of compaction, for example), converting to the equivalent amount of liquid
water provides a more consistent metric.

Measurement techniques have been described and analyzed in manyggewed studies nicluding

Josberger et al. (2007). Most leteym glacier observation programs began as part of the International
Geophysical Year in 195[058.

CAIdzNE wmd ! SNIF S / dzvydzE | GADS al aa .ol yOS 2F awST¥

The global trend ibased on data collected at 37 reference glaciers around the world, which are as
follows:

Continent Region Glaciers

North America | Alaska Gulkana, Wolverine

North America | Pacific Coast Place, South Cascade, Helm, Lemon Creek, Peyto
Ranges

North America | Canadian Devon Ice Cap NW, Meighen Ice Cap, White
High Arctic

South America | Andes Echaurren Norte
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Continent Region Glaciers

Europe Svalbard Austre Broeggerbreen, Midtre Lovénbreen

Europe Scandinavia | Engabreen, Alfotbreen, Nigardsbreen, Grasubreen, Storbreen,
HellstugubreenHardangerjoekulen, Storglaciaeren

Europe Alps Saint Sorlin, Sarennes, Argentiére, Silvretta, Gries, Stubacher
Sonnblickkees, Vernagtferner, Kesselwandferner, Hintereisferner,
Careser

Europe/Asia Caucasus Djankuat

Asia Altai No. 125 (VodopadniyMaliy Aktru, Leviy Aktru

Asia Tien Shan | Ts. Tuyuksuyskiy, Urumqi Glacier No.1

WGMS chose these 37 reference glaciers because they all had at least 30 years of continuous mass

balance recordsWWGMS 2011). As the small graph at the bottom of Figurddws, some of these

glaciers have data extending as far back as the 1940s. WGMS did not include data from glaciers that are
dominated by norclimatic factors, such as surge dynamics or calving. Because of data availability and

the distribution of glaciers 2 Nt R A RS 2 Da{ Qad O2YLWAflIGA2Y A& R2YAY

All of the mass balance data that WGMS compiled for this indicatdyased on the direct glaciological
method (dstrem and Brugmat991), which involves manual measurements with stakes and pits at specific
L2AydGa 2y SFOK 3t OASNNa addaNFI OSo

Figure 2. Cumulative Mass Balance of Three U.S. Glacierg20968
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three glaciers have been monitored for many decades. USGS chose them because they represent typical
glaciers found in their respective regions: South Cascade Glacier in the Pacific Northwest (a continental
glacier), Wolverine Gtger in coastal Alaska (a maritime glacier), and Gulkana Glacier in inland Alaska (a
continental glacier). Hodge et al. (1998) and Josberger et al. (2007) provide more information about the
locations of these glaciers and why USGS selected them for tlehimemk monitoring program.

USGS collected repeated measurements at each of the glaciers to determine the various parameters
that can be used to calculate cumulative mass balance. Specific information on sampling design at each
of the three glaciers is ailable in Bidlake et al. (2010) and Van Beusekom et al. (2010). Measurements
are collected at specific points on the glacier surface, designated by stakes.

Data for South Cascade Glacier are available beginning in 1959 (relative to conditions in 1968) and
Gulkana and Wolverine Glaciers beginning in 1966 (relative to conditions in 1965). Glacier monitoring
methodology has evolved over time based on scientifiamalysis, and cumulative net mass balance
data for these three glaciers are routinely updatas glacier measurement methodologies improve and
more information becomes available. Several papers that document data updates through time are
available on the USGS benchmark glacier websitettat//a k.water.usgs.gov/glaciology

6. Indicator Derivation

For this indicator, glacier surface measurements have been used to determine the net change in mass
olLtlyOS FNRY 2yS &SI N G2 G(GKS ySEGZ NBFSNBYOSR (2
The indcator documents changes in mass and volume rather than total mass or volume of each glacier
because the latter is more difficult to determine accurately. Thus, the indicator is not able to show how
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the magnitude of mass balance change relates to the dverass of the glacier (e.g., what percentage
2T GKS 3t OASNRa Ylaa KIa 0SSy ftz2adouo

Glaciologists convert surface measurements to mass balance by interpolating measurements over the
glacier surface geometry. Two different interpolation methods can be :usamad/entional balance and
referencesurface balance. In the conventional balance method, measurements are made at the glacier
each year to determine glacier surface geometry, and other measurements are interpolated over the
annually modified geometry. Theeferencesurface balance method does not require that glacier
geometry be redetermined each year. Rather, glacier surface geometry is determined once, generally
the first year that monitoring begins, and the same geometry is used each of the follogdrng YA more
complete description of conventional balance and refereaugace balance methods is given in

Harrison et al. (2009).

Mass balance is typically calculated over a balance year, which begins at the onset of snow and ice
accumulation. For exanhg the balance year at Gulkana Glacier starts and ends in September of each

year. Thus, the balance year beginning in September 2010 and ending in September 2011 is called
GoltryOS @SINIunmmM®E 1 yydzhf YI&aa ol f lsfaReBth©OKI yISa
following spring.

CAIdzNE mod ! gSNI IS / dzYdz F G6AGDS al aa .qeoior yOS 2F awST¥
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number of reference glaciers includedtiis calculation varies by year, but it is still possible to generate

a reliable time series because the figure shows an average across all of the glaciers measured, rather

than a sum. No attempt was made to extrapolate from the observed data in ord=i¢alate a

cumulative global change in mass balance.

Figure 2. Cumulative Mass Balance of Three U.S. Glacierg20968

At each of the three benchmark glaciers, changes in mass balance have been summed over time to
determine the cumulative change inass balance since a reference year. For the sake of comparison, all
three glaciers use a reference year of 1965, which is set to zero. Thus, a negative value in a later year
means the glacier has lost mass since 1965. All three time series in Figueettheflconventional

mass balance method, as opposed to the referesgdace methodNo attempt has been made to

project the results for the three benchmark glaciers to other locations. See Bidlake et al. (2010), Van
Beusekom et al. (2010), and sourcescitherein for further description of analytical methods.

As noted in the report (in the caption and in the figure), the data point for South Cascade Glacier is
preliminary. USGS provided the 2010 data point for South Cascade Glacier with the folmweiat c

Material presented here is preliminary in nature and praseprior to final review. Thdata and
information are provided with the understanding that they are not guaranteed to be correct or
complete. Users are cautioned to consider carefully the provisional nature of these data and
information before using them for decisions that concermgomal or public safety or the conduct of
business that involves substantial monetary or operational consequences. Conclusions drawn from,
or actions undertaken on the basis of, such data and information are the sole responsibility of the
user.
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schedule. However, they can still provide new data to support annual updates of this indicator, as long

as the new data points are labeled appropriately. EPA clmselude the 2010 South Cascade Glacier

data point because it has been reviewed by USGS and revised in response taifoiftsasurements.

EPA elected not to include 2011 mass balance numbers because they are still subject to adjustment in
response to fdbw-up measurements.

7. Quality Assurance and Quality Control

The underlying measurements for Figure 1 come from a variety of data collection programs, each with
its own procedures for quality assurance and quality control (QA/QC). WGMS also has its own
requirements for data quality. For example, WGMS only incorporates measurements that reflect the
direct glaciological methodZstrem and Brugman, 1991)

USGS periodically reviews and updates the mass balance data shown in Figure 2. For example, in
Fountain efal. (1997), the authors explain that mass balance should be periodically compared with
changes in ice volume, as the calculations of mass balance are based on interpolation of point
measurements that are subject to error. In addition, March (2003) dexesbeps that USGS takes to

check the weighting of certain mass balance values. This weighting allows USGS to convert point values
into glacieraveraged mass balance values.

Ongoing reanalysis of glacier monitoring methods, described in several of theN@dpa f Aai SR 2y |
website fittp://ak.water.usgs.gov/glaciology provides an additional level of quality control for data
collection.

Analysis

8. Comparability Over Time and Space

Glacier monitoring methdology has evolved over time based on scientifiamalysis of methodology.
Peerreviewed studies describing the evolution of glacier monitoring are listed in Mayo et al. (2004).
Figure 2 accounts for these changes, as USGS periodically reanalyzeseppsinds using improved
methods.

The reference glaciers tracked in Figure 1 reflect a variety of methods over time and space, and it is
impractical to adjust for all of these small differences. However, as a general indication of trends in
glacier massdlance, Figure 1 shows a clear pattern whose strength is not diminished by the inevitable
variety of underlying sources.

9. Sources of Uncertainty

Glacier measurements have inherent uncertainties. For example, maintaining a continuous and

consistent data reard is difficult because the stakes that denote measurement locations are often

distorted by glacier movement and snow and wind loading. Additionally, travel to measurement sites is
dangerous and inclement weather can prevent data collection during theoppigte time frame. In a

cumulative time series, such as the analyses presented in this indicator, the size of the margin of error
ANRga 6AUK GAYS 0SOlIdzaS SIOK &SFNRa @FftdsS RSLISYyRa
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Figure 1. Average Cumulative Mass Baléhd®® G wSTSNBYy OS Df I¢@QBABNEE 2 2NI RgA

Uncertainties have been quantified for some glacier mass balance measurements, but not for the
combined time series shown in FiguraIlGMS2011) haidentified greater quantification of
uncertainty in massdlance measurements as a key goal for future research.

Figure 2. Cumulative Mass Balance of Three U.S. Glacierg20968

Annual mass balance measurements for the three USGS benchmark glaciers usually have an estimated
error of £0.1 to +0.2 meters afater equivalent (Josberger et al., 2007). Error bars for the two Alaskan
glaciers are plotted in Van Beusekom et al. (2010). Further information on error estimates is given in
Bidlake et al. (2010) and Van Beusekom et al. (2010). Harrison et al. (2808belerror estimates

related to interpolation methods.

10.Sources of Variability

Glacier mass balance can reflgeirto-year variations in temperature, precipitation, and other factors.
Figure 2 shows some of this ydaryear variability, while Figureshows less variability because the
change in mass balance has been averaged over many glaciers around the world. In both cases, the
availability of several decades of data allows the indicator to showtiemg trends that exceed the

Gy 2AaSé LiNGRaRndeD&rbililyalin akldition, the period of record is longer than the period of
key multiyear climate oscillations such as the Pacific Decadal Oscillation and Ebdliftwern

Oscillation, meaning the trends shown in Figures 1 and 2 are not singpproduct of decadascale
climate oscillations.

11. Statistical/Trend Analysis

Figures 1 and 2 both show a cumulative loss of mass or volume over time, from which analysts can
derive an average annual rate of change. Confidence bounds are not providbd feends in either
figure, although botiBidlake et al. (2010) and Van Beusekom et al. (2010) cite clear evidence of a
decline in mass balance at U.S. benchmark glaciers over time

12.Data Limitations

Factors that may impact the confidence, applicationg@nclusions drawn from this indicator are as
follows:

1. Slightly different methods of measurement and interpolation have been used at different
glaciers, making direct ye#éo-year comparisons of change in cumulative net mass balance or
volume difficult. @erall trends among glaciers can be compared, however.

2. The number of glaciers with data available to calculate mass balance in Figure 1 decreases as
one goes back in time. Thus, averages from the 1940s to tha &ds rely on a smaller set of
reference ghciers than the full 37 compiled in later years.

3. The relationship between climate change and glacier mass balance is complex, and the observed
changes at a specific glacier might reflect a combination of global and local climate variations.

4. Records are avlable from numerous other individual glaciers in the United States, but many of
these other records lack the detail, consistency, or length of record provided by the USGS

Technical Documentation: Glaciers 124



benchmark glaciers program. USGS has collected data on these three glaciers desdestag
consistent methods, and USGS experts suggest that at leasyeaB@ecord is hecessary to
provide meaningful statistics. Due to the complicated nature of glacier behavior, it is difficult to
assess the significance of observed trends over shqetriods (Josberger et al., 2007).
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Lake Ice

Identification

1. Indicator Description

This indicator measures the amount of time that ice is present on lakbe idnited States between
approximately 1850 and 2010. If lakes remain frozen for longer periods, it can signify that the climate is
cooling. Conversely, shorter periods of ice cover suggest a warming climate.

Components of this indicator include:
e Trends in the duration of ice cover on selected U.S. lakes since 1850 (Figure 1)
e Trends in first freeze dates of selected U.S. lakes since 1850 (Figure 2)

e Trends in ice breakup dates of selected U.S. lakes since 1850 (Figure 3)

2. Revision History

April 2010 Indicator posted
December 2011: Updated with data through winter 22011

Data Sources

3. Data Sources

This indicator is based on data frahe Global Lake and River Ice Phenology Database, which was
compiled by the North Temperate Lakes Ldragm Ecologial Research program at the Center for
Limnology at the University of WisconsMadison from data submitted by participants in the Lake Ice
Analysis Group (LIAG). The database is hosted on the Web by the National Snow and Ice Data Center
(NSIDC), and it awently contains ice cover data for 750 lakes and rivers throughout the world, some
with records as long as 150 years.

4. Data Availability

lff 2F GKS €1 1S A0S 20aSNBIFGA2y A dzaASR FT2NJ GKAA
River IcdPhenology Database. Users can access this databasgpatinsidc.org/data/lake river_ice
Database documentation can be found laitp://nsidc.org/data/docs/noaa/q01377 lake river ice

Users can also view descriptive information about each lake or river in the Global Lake and River Ice
Phenology Database. The Global Lake and River Ice Phenology Database contains the following fields,
although many records are incomplete:

e Lake or river name

e Lake or river code
e Whether it is a lake or a river

Technical Documentation: Lake Ice 126

%


http://nsidc.org/data/lake_river_ice
http://nsidc.org/data/docs/noaa/g01377_lake_river_ice

e Continent

e Country

e State

e Latitude (decimal degrees)

e Longitude (decimal degrees)

e Elevation (meters)

e Mean depth (meters)

e Maximum depth (meters)

¢ Mediandepth (meters)

e Surface area (square kilometers)

e Shoreline length (kilometers)

e Largest city population

e Power plant discharge (yes or no)

e Area drained (square kilometers)

e Land use code (urban, agriculture, forest, grassland, other)
e Conductivity (microsiemernger centimeter)

e Secchi depth (Secchi disk depth in meters)
e Contributor

Access to the Global Lake and River Ice Phenology Database is unrestricted, but users are encouraged to
register so they can receive notification of changes to the database in theefut

Methodology

5. Data Collection

This indicator examines three parameters related to ice cover on lakes:

e ¢KS lyydzZadt &aAOS 2y¢ 2NJ FNBST S RIGSET RSTFAYSR I &
observed to be completely covered by ice.

e ¢CKS lyyaHFbEeéahQB862 2NJ ONBIF {dzLldJ RFiS> RSTFAYSR I &
before the summer open water phase.

e The annual duration of ice cover, defined as the number of days that a water body is completely
covered with ice. If a lake thawed for sevalalys in miewinter and then froze again, the
duration would equal the number of days from ice on to ice off minus those days when the lake
thawed.

Observers have gathered data on lake ice throughout the United States for many yeamme cases,

more than 100 years. The types of observers can vary from one location to another. For example, some
observations might have been gathered and published by a local newspaper;, etlitens compiled by

a local resident. Some lakes have benefited from multiple aleser such as residents on both sides of

the lake who can compare notes to determine when the lake is completely frozen or thawed. At some
f20FGA2yas 20aSNISNB KI @S 1SLIWG NBO2NRa 2F |ttt KN
ice duraton); others might have tracked only one or two of these parameters.
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To ensure sound spatial and temporal coverage, EPA limited this indicator to U.S. water bodies with the
longest and most complete historical records. After downloading data for all éaldesvers within the

United States, EPA sorted the data and analyzed each water body to determine data availability for the
three parameters of interest. As a result of this analysis, EPA identified eight watertbadlikses

with particularly long andich records. Special emphasis was placed on identifying water bodies with
many consecutive years of data, which can support moving averages and other trend analysis. EPA
selected the following eight lakes for trend analysis:

e Detroit Lake, Minnesota

o LakeGeorge, New York

e Lake Mendota, Wisconsin

e Lake Michigan (Grand Traverse Bay), Michigan
e Lake Monona, Wisconsin

e Lake Otsego, New York

e Mirror Lake, New York

e Shell Lake, Wisconsin

Together, these lakes span much of the Great Lakes region and upstate New York.

6. Indicator Derivation

To smooth out some of the variability in the annual data and to make it easier to se&elomgrends in

the display, EPA did not plot annual time series but instead calculated/aaranoving averages

(arithmetic means) for each diie parameters. EPA chose a niyear period because it is consistent

with other indicators and comparable to the §ar moving averages used in a similar analysis by
Magnuson et al. (2000). Average values are plotted at the center of eaclye@mavincow. For

example, the average from 1990 to 1998 is plotted at year 1994. EPA did calculate averages over periods
that were missing a few data points. Early years sometimes had sparse data, and the earliest averages
were calculated only around the time whaemany consecutive records started to appear in the record

for a given lake.

EPA used endpoint padding to extend the aymar smoothed lines all the way to the ends of the
analysis period for each lake. For example, if annual data were available throlU@hER®A calculated
smoothed values centered at 2007, 2008, 2009, and 2010 by inserting theZM@Baverage into the
equation in place of the aget-unreported annual data points for 2011 and beyond. EPA used an
equivalent approach at the beginning of éaime series.

For consistency, all data points in Figures 1, 2, and 3 are plotted at the base year, which is the year the
winter season began. For the winter of 2010 to 2011, the base year would be 2010, even if a particular
lake did not freeze until er 2011.

EPA did not attempt to interpolate missing data points and did not attempt to calculate duration in

cases where only the ice on and ice off date were provided. Such manipulations would have been based
on unfounded assumption3his indicator alsdoes not attempt to portray data beyond the time

periods of observation or beyond the eight lakes that were selected for the analysis.
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Magnuson et al. (2000) and Jensen e{2007) describe methods of processing lake ice observations for
use incalculating longerm trends.

7. Quality Assurance and Quality Control

The LIAG performed some basic quality control checks on data that were contributed to the database,
making corrections in some cases. Additional corrections continue to be made astafeser

comments. For a description of some recent corrections, see the database documentation at:
http://nsidc.org/data/docs/noaa/q01377 lake river_ice

Ice observations rely on huma@&hdzRIYSy i d® 5STAYAGA2Yya 2F aA0S 2y¢é
used by any given observer are not necessarily documented alongside the corresponding data. Where
possible, the scientists who developed the database have attempted to use souateppear to be
consistent from year to year, such as a local resident with a long observation record.

Analysis

8. Comparability Over Time and Space

Historical observations have not been made systematically or according to a standard protocol. Rather,
the Global Lake and River Ice Phenology Datab#se source of data for this indicatorrepresents a
systematic effort to compile data from a variety afginal sources.

All three parameters were determined by human observations that incorporate some degree of
personal judgment. Definitions of the three parameters can also vary over time and from one location to
another. Human observations provide an adiage, however, in that they enable trend analysis over a
much longer time period than can be afforded by more modern techniques such as satellite imagery.
Overall, human observations provide the best available record of seasonal ice formation and breakup,
and the breadth of available data allows analysis of broad spatial patterns as well dsrtortgmporal
patterns.

9. Sources of Uncertainty

LOS 204SNDiA2ya NBfe& 2y KdzYly 2dz2R3IYSYyds FyR RSTA

lead to some ncertainty in the data. For example, some observers might consider a lake to have

thawed once they can no longer walk on it, while others might wait until the ice has entirely melted.
hodaSNBIGA2ya Ffaz2z RSLISYR 2y 2 yaSydarges lake fot edagnpld,J2 A y (i
if some parts of the lake have thawed while others remain frozen. In addition, the definitions used by

any given observer are not necessarily documented alongside the corresponding data. Therefore, it is
not possible to ense that all variables have been measured consistently from one lake to amoter

even at a single lake over timend it is also not possible to quantify the true level of uncertainty or

correct for such inconsistencies.

Accordingly, the Global Lake anigd® Ice Phenology Database does not provide error estimates for
historical ice observations. Where possible, however, the scientists who developed the database have
attempted to use sources that appear to be consistent from year to year, such as akidaht who
collects data over a long period. Overdile Global Lake and River Ice Phenology Database represents
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the best available data set for lake ice observations, and limiting the indicator to eight lakes with the
most lengthy and complete recordeauld lead to results in which users can have confidence.

10.Sources of Variability

For a general idea of the variability inherent in these types of time series, see Magnuson et al. (2000)
and Jensen et al. (20a7)wo papers that discuss variability and sstical significance for a broader set
of lakes and rivers, including some of the lakes in this indicator. Magnuson et al. (2005) discuss
variability between lakes, considering the extent to which observed variability reflects factors such as
climate pattans, lake morphometry (shape), and lake trophic staiiree timing of freezeip and break

up of ice appears to be more senstito air temperature changes lwer latitudes (Livingstone et.al
2010), but despite this, lakes at higher latitudes appedra@xperiencing the most rapid redumtis in
duration of ice cover (ltéovic and Pouliot, 2007).

To smooth out some of the interannual variability and to make it easier to seedomgtrends in the

display, EPA did not plot annual time series butdadtcalculated ningear moving averages

(arithmetic means) for each of the parameters, following an approach recommended by Magnuson et al.
(2000).

11. Statistical/Trend Analysis

Figures 1, 2, and 3 show trends for each of the eight lakes. No attempt wastmadgregate the eight

lakes together. EPA calculated trends over time by ordinary-Epsires regression, a common

Al GAaGAOFE YSGK2RXZ G2 adzZlJl2 NI az2vyS 2F (GRPA adl GaSy
has not calculated the statisatsignificance of these particular lotgyrm trends, althougiMagnuson et

al. (2000) and Jensen et al. (2007) found that itargn trends in freeze and breakup dates for many

lakes were statistically significant (p<0.05).

12.Data Limitations

Factors that mg impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Although the Global Lake and River Ice Phenology Database provides a lengthy historical record
of freeze and thaw dates for a much larger set of lakes andsiigeme records are incomplete,
ranging from brief lapses to large gaps in data. Thus, this indicator is limited to eight lakes with
relatively complete historical records. Geographic coverage is limited to sites in four states
(Minnesota, Wisconsin, Mia@én, and New York).

2. Data used in this indicator are all based on visual observations. Records based on visual
observations by individuals are open to some interpretation and can reflect different definitions
and methods.

3. Historical observations for lakese typically been made from the shore, which might not be
representative of lakes as a whole or comparable to more recent satbged observations.
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Snowfall

Identification

1. Indicator Description

Warmer temperatures associated with climate change can influence snowfall by altering weather
patterns, causing more precipitation overall, and causing more precipitation to fall in the form of rain
instead of snow. This indicator examines how snowfalldmasiged across the contiguous 48 states over
time.

Components of this indicator include:

e Trends in total winter snowfall accumulation in the contiguous 48 states since 1930 (Figure 1)
e Changes in the ratio of snowfall to total winter precipitation sit®d9 (Figure 2)

2. Revision History

December 2011: Indicator developed
May 2012: Updated Figure 2 with data through 2011

Data Sources

3. Data Sources

The data used for this indicator are based on two studies published in thergéewed literature:

Kunkel et al. (2009) (Figure 1) and a 2012 update to Feng and Hu (2007) (Figure 2). Both studies are
based on longerm weather station records compiled Iye National Oceanic and Atmaospheric

l RYAYAAUNXrGA2Yy Q& oO0bh! 1 Q30 bldadA2y It [/ EAYFGAO 51 GF

4. Data Availability

Figure 1. Change in Total Snowfall in the Contiguous 48 State€20830

EPA acquired Figure 1 data directly frBm Kenneth Kunk@ ¥ b h! ! Q& / 22 LISN) 0ABS Ly
and Satellites (CIGB) Ydzy 1 St Qa Iyl feaira ARdloRagR HKIRIENBTNR X
Cooperative Observer Program (COOP). Complete data, embedded definitions, and data descriptions for
these gations can be found online atvww.ncdc.noaa.gov/doclib/Statespecific data can be found at:
www7.ncdcnoaa.gov/IPS/coop/coop.html;jsessionid=312EC0892FFC2FBB78F63D0E3ATIEBEBC

are no confidentiality issues that may limit accessibility. Additional metadata can be found at:
WWW.Nws.noaa.gov/om/coop/
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Figue 2. Change in Snaw-Precipitation Ratio in the Contiguous 48 States, £2005

EPA acquired data for this indicator from Dr. Song Feng of the University of Nebraska, Lincoln, based on
results published in Feng and Hu (2007) and updated in 2012. ymipdata come from the U.S.

Historical Climatology Network (USHCN), a compilation of weather station data maintained by NOAA.
The USHCN allows users to download daily or monthly data at:
www.ncdc.noaa.gov/oa/climate/research/ushcrirhis website also provides data descriptions and

other metadata. The data were taken from USHCN Version 2.

Methodology

5. Data Collection

Systematic collection of weather data in the United States began in thes18fce then, observations
have been recorded from 23,000 different stations. At any given time, observations are recorded from
approximately 8,000 stations.

bh! ! Qa blraAz2ylrf 2SFGKSNI { SNIBA OS -orddy staftians), Duthe NI 1 Sa & 2
vast majority of U.S. weather stations grart of the COOP network, whichpresents the core climate

network of the United States (Kunkel et al., 2005). Cooperative observers include state universities,

state and federal agencies, and private indisdits. Observers are trained to collect data following NWS

protocols, and equipment to gather these data is provided and maintained by the NWS.

Data collected by COOP are referred to as U.S. Daily Surface Data or Summary of the Day data. General
information about the NWS COOP data set is availablewatv.nws.noaa.gov/os/coop/whais-

coop.html Sampling procedures are described in the full metadata for the COOP data set available at:
WWWw.Nws.noaa.gov/om/coop/

NCDGQilso maintains the USHCN, which contains data from a subset of COOP eordirsteather
stations that meet certain selection criteria and undergo additional levels of queailityrol. USHCN
contains precipitation data from approximately 1,200 stations within the contiguous 48 states. The
period of record varies for each station but generally includes most of the@6tury.One of the
objectives in establishing the USHCN teadetect secular changes of regional rather than local climate.
Therefore, stations included in this network are only those believed to not be influenced to any
substantial degree by artificial changes of local environments. To be included in the WSitaidn

had to meet certain criteria for record longevity, data availability (percentage of available values), spatial
coverage, and consistency of location (i.e., experiencing few station changes). An additional criterion,
which sometimes compromisedélpreceding criteria, was the desire to have a uniform distribution of
stations across the United Statéscluded with the data set are metadata files that contain information
about station moves, instrumentation, observing times, and elevatioh.! | Chaite ¢ S
(www.ncdc.noaa.gov/oa/climate/research/ushcprovides more information about USHCN data
collection.

Figure 1. Change in Total Snowfall in the Contiguous 48 State€20830

Theanalysis in Figure 1 is based on snowfall (in inches), which weather stations measure daily through
manual observation using a snow measuring rod. The study on which this indicator is based includes
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data from 419 COOP stations in the contiguous UnitedeStair the months of October to May. These
stations were selected using screening criteria that were designed to identify stations with the most
consistent methods and most reliable data over time. Screening criteria are described in greater detail in
Section 7.

Figure 2. Change in Sna@+Precipitation Ratio in the Contiguous 48 States, £20%1

The analysis in Figure 2 is based primarily on snowfall and precipitation measurements collected with
a0FyRIFINR 3Fdz3Sa GKFG & Olwaahkrstatindsdd @pottHaily lprécipigayor  ( K dza
totals. This study uses data from 289 USHCN stations in the contiguous United States. Stations south of

37°N latitude were not included because most of them receive minimal amounts of snow each year.

Additiond site selection criteria are described in Section 7. This analysis covers the months from

November through March, and each winter has been labeled based on the year in which it ends. For
SEIFIYLX ST GKS RIFGE F2N) amdn dé NEedkd 508\fthiough KM&cha S a2y
1949.

6. Indicator Derivation

Figure 1. Change in Total Snowfall in the Contiguous 48 State€20830

At each station, daily snowfall totals have been summed to get the total snowfall for each winter. Thus,
this figure technially reports trends from the winter of 1980931 to the winter of 20062007. Long

term trends in snowfall accumulation for each station are derived using an ordinaryskpaates linear
regression of the annual totals. Kunkel et al. (2009) describe é@wllprocedures in more detail.

Figure 2. Change in Sna@+Precipitation Ratio in the Contiguous 48 States, £20%91

Using precipitation records from the USHCN Version 2, the ligatdr equivalent of daily snowfall was

calculated according to methodkescribed by Huntington et al. (2004) and Knowles et al. (2006). For

each station, a snowo-precipitation (S:P) ratio was calculated for each year by comparing the total

snowfall during the months of interest (in terms of liqwigiter equivalent) with téal precipitation

(snow plusrain). Loag SNY NI} 6Sa 2F OKFy3aS |4 SIOK adlidArzy 6SN
estimator. This method of statistical analysis is described in Sen (1968) and Gilbert (1987). For a more

detailed description of analigal methods, see Feng and Hu (2007).

7. Quality Assurance and Quality Control

The NWS has documented COOP methods, including training manuals and maintenance of equipment,
at: www.nws.noaa.gov/os/eop/training.htm. These training materials also discusslity control of the
underlying data set. Additionally, pt48 data in the COOP data set have recently been digitized from
hard copy. Quality control procedures associated with digitization ahdrgiotential sources of error

are discussed in Kunkel et al. (2005).

Quiality control procedures for USHCN Version 1 are summarized at:
www.ncdc.noaa.gov/oa/climate/resach/ushcn/ushen.htmi#QUAHomogeneity testing and data
correction methods are described in numerous peariewed scientific papers by NCDC. Quality control
procedures for USHCN Version 2 are summarized at:
www.ncdc.noaa.gov/oa/climate/research/ushcn/#processing
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Figure 1. Change in Total Snowfall in the Contiguous 48 State€20830

Kunkel et al. (2009) filtered stations for data quality by selecting stations with records that were at least
90 percent complete over the study period. In addition, each station must possess at least five years of
records during the decade at either enfitbe trend analysis (i.e., 1930s and 2000s) because data near
the endpoints exert a relatively heavy influence on the overall trend.-¥egear statistical outliers

were also extensively croghecked against nearby stations@limatological Datgublications when
available. Any discrepancies with apparent regional trends were reviewed and evaluated by a panel of
seven climate experts for data quality assurance. A more extensive description of this process, along
with other screening criteria, can beund in Kunkel et al. (2009).

Figure 2. Change in Sna@+Precipitation Ratio in the Contiguous 48 States, £20%1

Feng and H{R007) applied a similar filtering process to ensure data quality and consistency over time.
Stations missing certain amounts of snow or precipitation data per month or per season were excluded
from the study. Additional details about quality assuranae @escribed in Feng and Hu (2007).

The 2012 update to Feng and Hu (2007) added another screening criterion that excluded sites that
frequently used a particular estimation method to calculate snow water equivalent. This resulted in 85
fewer stations inhe 2012 data set. Specifically, instructions given to observers in the early to mid
twentieth century provided an option to convert the measured snowfall to precipitation using a 10:1
ratio if it was impractical to melt the snow. Many observers have ukedaption in their reports of

daily precipitation, although the number of observers using this option has declined through the years.
The actual snowfall to liquid precipitation ratio is related to the air temperature during the snow event,
and it also vaes spatially. The median ratio in recent decades has been approximately 13:1 in the
contiguous United States (Baxter et al., 2005; Kunkel et al., 2007), which suggests that using a 10:1 ratio
could generally overestimate daily precipitation. Total wirpgegcipitation in a snowy climate would

thus be problematic if a large portion of the daily precipitation was estimated using this ratio. To reduce
the impact of this practice on cold season precipitation, the 2012 analysis excluded records where
winter (November to March) had more than 10 days with snowfall depth larger than 3.0 cm and where
more than 50 percent of those snowy days reported total precipitation using the 10:1 ratio.

Analysis

8. Comparability Over Time and Space

Techniques for measuring snowcaimulation and precipitation are comparable over space and time, as
are the analytical methods that were used to develop Figures 1 and 2. Steps have been taken to remove
stations where trends could be biased by changes in methods, location, or surrolswtihcpver.

9. Sources of Uncertainty

Quantitative estimates of uncertainty are not available for Figure 1, Figure 2, or most of the underlying
measurements.

Figure 1. Change in Total Snowfall in the Contiguous 48 State20930

Technical Documentation: Snowfall 135



Snow accumulation measements are subject to human error. Despite the vetting of observation

stations, some error could also result from the effects of wind and surrounding cover, such as tall trees.
Some records have evidence of reporting error related to missing data éyes vadth no snow being
NBLZ2NISR Fa YAaaiay3a RFEGE A.y2D09)SdokstepsTo carract thise®d Sa ¢ 0 X
in cases where other evidence (such as daily temperatures) made it clear that an error was present.

Figure 2. Change in Sna@+Precipitation Ratio in the Contiguous 48 States, £20%91
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This approach has the effect of overestimating the amount of snow during mixedsleetrain

conditions. Conversely, wind effects that might prevent snow from settling in gauges will tend to bias

the S:P ratio toward rainier conditions.

10.Sources of Variability

Snowfall naturally varies from year to yess a result of typical variation in wiser patterns multi-year
climate cycles such as the El NjBouthern Oscillation and Pacific Decadal Oscillatind other factors.
However, both components of this indicator cover more than 50 years of data, thus allowing for a
reliable analysis of lontgrm trends.

Snowfall is influenced by temperature and a host of other factors such as regional weather patterns,
local elevation and topography, and proximity to large water bodies. These differences can lead to great
variability in trends among stati@n even stations that may be geographically close to one another.

11. Statistical/Trend Analysis

Figure 1 Change in Total Snowfall in the Contiguous 48 States(2060

This indicator reports a trend for each station based on ordinary{e@sares linearegression. The
AAIAYATFAOLYOS 2F SIOK adlidArazyQa GNBYR KlFa y23d o6SSy

Figure 2 Change in Snow-Precipitation Ratio in the Contiguous 48 States, £20%1

Feng and Hu (2007) calculated a laagn trend in S:P ratio at each station using the Keridf Q& { I dz
method. The same method was used for the 2012 update. The authors also determisedra for

every station. Based on theseseores, Figure 2 identifies which station trends are statistically significant
based on a 95 percent confidence threfith(i.e., a Bcore with an absolute value greater than 1.645).

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Several factors make it difficult to measure snowfall pregisehe snow accumulations shown in
Figure 1 are based on the use of measuring rods. This measurement method is subject to human
error, as well as the effects of wind (drifting snow) and the surrounding environment (such as
tall trees). Similarly, snow gaes for Figure 2 may catch slightly less snow than rain because of
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the effects of wind. However, steps have been taken to limit this indicator to weather stations
with the most consistent methods and the highegtality data.

2. Both figures are limited to thevinter season. Figure 1 comes from an analysis of Octtuber
May snowfall, while Figure 2 covers November through March. Although these months account
for the vast majority of snowfall in most locations, this indicator might not represent the entire
snowseason in some areas.

3. Taken by itself, a decrease in S:P ratio does not necessarily mean that a location is receiving less
show than it used to or that snow has changed to rain. For example, a station with increased
rainfall in November might show a dediim S:P ratio even with no change in snowfall during
the rest of the winter season. This example illustrates the value of examining snowfall trends
from multiple perspectives, as this indicator seeks to do.

4. Selecting only those stations with higliality longterm data leads to an uneven density of
stations for this indicator. Low station density limits the conclusions that can be drawn about
certain regions such as the Northeast and the Intermountain West.
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Snow Cover

Identification

1. Indicator Description

This indicator measures changes in the amount of land in North America covered by snow. The amount
of land covered by snow at any giviéme is influenced by climate factors such as the amount of
snowfall an area receives, the timing of that snowfall, and the rate of melting on the ground.

Components of this indicator include:

e Average annual snow cover since 1972 (Figure 1)
e Average snoweover by season since 1972 (Figure 2)

2. Revision History

April 2010: Indicator posted
January 2012: Updated with data through 2011
February 2012: Expanded to include snow cover by season (new Figure 2)

Data Sources

3. Data Sources

This indicator is based on a Rutgers University Global Snow Lab (GSL) reanalysis of digitized maps
produced by the National Oceanic and Atmospheric Administration (NOAA) using their Interactive
Multisensor Snow and Ice Mapping System (IMS).

4. Data Availability

Complete weekly and monthly snow cover extent data for North America (excluding Greenland) are
publicly available for users to download from the GSL website at:
http://climate.rutgers.edu/snowcover/table area.php?ui_setR complete description of these data
can be found on the GSL website f&tp://climate.rutgers.edu/snowcover/index.php

The underlying NOAA griddadhps are also publicly available. To obtain these maps, visit the NOAA IMS
website at:www.natice.noaa.gov/ims
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Methodology

5. Data Collection

This indicator is based on data from satellite instruments. Thesdligad orbit the Earth continuously,
collecting images that can be used to generate weekly maps of snow cover. Data are collected for the
entire Northern Hemisphere; this indicator includes data for all of North America, excluding Greenland.

Datawerecd LJAf SR Fa LI NI 2F bh!! Q3 La{ZX 6KAOK AyO2NlL}2N
instruments (Advanced Very High Resolution Radiometer [AVHRR], Geostationary Satellite Server

[GOES], Special Sensor Microwave Imager [SSMI], etc.) as well as derived pragpcts and surface

observations. Characteristic textured surface features and brightness allow for snow to be identified and

data to be collected on percent of snow cover and surface albedo (Robinson et al., 1993).

bh!! Qa L aywwasSideadad®v/ioslists peerreviewed studies that discuss the data
collection methods. For example, NOAA sampling procedures are described in Ramsay (1998).

6. Indicator Derivation

NOAA digitizes satellite maps weeklyngsthe National Meteorological Center Limitédea Fine Mesh
grid. In the digitization process, an-89-89-cell grid is placed over the Northern Hemisphere and each
cell has a resolution range of 16,000 to 42,000 square kilometers. NOAA then analyze®geo

within each of these grid cells.

wdzi 3SNBR ! YAOGSNEAGEeQa D{[ NBlIylftelSa (GKS RAIA
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completely resolvelnitial reanalysis produces a new set of gridded data points based on the original
NOAA data points. Both original NOAA data and reanalyzed data are filtered using a more detailed land
mask produced by GSL. These filtered data are then used to makeyvesthkiates of snow cover. GSL
determines the weekly extent of snow cover by placing a#y89-cell grid over the Northern

Hemisphere snow cover map and calculating the total area of all grid cells that are at least 50 percent
snowcovered. To generate omthly maps, GSL weights weekly areas based on the number of days of
each week that fall within a given month.

EPA obtained weekly estimates of snoavered area and averaged them to determine the annual

average extent of snow cover in square kilometers. EPA obtained monthly estimates ef@nened

area to determine the seasonal extent of snow cover in squa2eXiS 4§ SNE ® C2NJ S OK &SI NI
extent was determined by averaging the following months:

e Winter: December (of the prior calendar year), January, and February
e Spring: March, April, and May

e Summer: June, July, and August

o Fall: September, October, and \Wamber

EPA converted all of these values to square miles to make the results accessible to a wider audience.
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www.naticenoaa.gov/ims The GSL website provides a complete description of how GSL reanalyzed
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methods, while Helfrich et al. (2007) document ho@lGhas accounted for methodological

improvements over time.

7. Quality Assurance and Quality Control

Quiality assurance and quality control (QA/QC) measures occur throughout the analytical process, most
y2idlote Ay GKS NBI Yyl f & defing andl dorrdation stepsiade delscribe@onlibgd [ ® D {
(http://climate.rutgers.edu/snowcover/docs.php?target=yiand in Robinson et al. (1993). Ramsey

(1998) describes the validation plarr ldOAA digitized maps and explains how GSL helps to provide

objective third party verification of NOAA data.

Analysis

8. Comparability Over Time and Space

Steps have been taken to exclude less reliable early data from this indicator. Although NOAA satellites
began collecting snow cover imagery in 1966, early maps had a lower resolution than later maps (4
kilometers versus 1 kilometer in later maps) and the early years also had many weeks with missing data.
Data collection became more consistent with bettesatition in 1972, when a new instrument called

the Very High Resolution Radiometer (VHRR) came online. This indicator only presents data from 1972
and later.

Mapping methods have continued to evolve since 1972. Accordingly, GSL has taken steps tcereanalyz
older maps to ensure consistency with the latest approach. GSL provides more information about these
correction steps athttp://climate.rutgers.edu/snowcover/docs.php?target=cdr

Daa have been collected and analyzed using consistent methods over space. The satellites that collect
the data cover all of North America in their orbital paths.

9. Sources of Uncertainty

Uncertainty measurements are not readily available for this indicatdoiothe underlying data.

Although exact uncertainty estimates are not available, extensive QA/QC angb#intsdverification
measures show that steps have been taken to minimize uncertainty and ensure that users are able to
draw accurate conclusions frothe data. Documentation available from GSL
(http://climate.rutgers.edu/snowcover/docs.php?target=yiexplains that since 1972, satellite mapping
technology has had sufficient accuyao support continentascale climate studies. Although satellite
data have some limitations (see Section 12), maps based on satellite imagery are often still superior to
maps based on ground observations, which can be biased due to the preferred pos$iweather

stations in valleys and in places affected by urban heat islands, such as airports. Hence;lsaseltite
maps are generally more representative of regional snow extent, particularly for mountainous or
sparsely populated regions.
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10.Sources of Variability

Figures 1 and 2 show substantial yayear variability in snow cover. This variability naturally results
from variation in weather patternsnulti-year climate cycles such as the El NBiouthern Oscillation
and Pacific Decadal Oscillatji@md other factors. Underlying weekly measurements have even more
variability. This indicator accounts for these factors by presenting attmgrecord (several decades)
and calculating annual and seasonal averages.

Generally, decreases in sn@averduration have been most pronounced along Hatitude continental
margins where seasonal mean air temgerres range from5 to +5TC (Brown and Mote, 2009)

11. Statistical/Trend Analysis

Upon the advice of experts from GSL, EPA did not attempt to defindgnesing a single linear
regression. Instead, EPA determined ranges and decadal averages to support some of the statements in
GKS avySe tz2Aayidaodéd 5SOFRIE | @SNFXr3ISa ada3asSada dkKlkd

12.Data Limitations

Factors that mg impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Satellite data collection is limited by anything that obscures the ground, such as low light
conditions at night, dense cloud cover, or thick forest canopyell8atdata are also limited by
difficulties discerning snow cover from other similaoking features such as cloud cover.

2. Although satellitebased snow cover totals are available starting in 1966, some of the early years
are missing data from several wee(mainly during the summer), which would lead to an
inaccurate annual or seasonal average. Thus, the indicator is restricted to 1972 and later, with
all years having a full set of data.

3. Summer snow mapping is particularly complicated because many gfticbes of snow that
remain (e.g., high in a mountain range) are smaller than the pixel size for the analysis. This leads
to reduced confidence in summer estimates. When summer values are incorporated into an
annual average, however, variation in summelues has relatively minimal influence on the
overall results.
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Snowpack

Identification

1. Indicator Description

This indicator describes changes in springtime mountain snowpack in western North America between
1950 and 2000. Mountain snowpack is a key compooéthe water cycle in western North America,
storing water in the winter when the snow falls and releasing it in spring and early summer when the
snow melts.

2. Revision History

April 2010: Indicator posted

Data Sources

3. Data Sources

AAAAA
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Resources Conservation Service (NRCS). Additional snowpack data come from observations made by the
California Department of Water Resources and the British Columbia Miofding Environment. The

analysis was developed by the authors of Mote et al. (2005).

4. Data Availability

EPA obtained the data for this indicator from Dr. Philip Mote at Oregon State University. Dr. Mote had
published an earlier version of this analysi{®et al., 2005) with trends from 1950 through 1997, and
he was able to provide EPA with an updated analysis of trends from 1950 through 2000.

5N a20SQa lylfearda Aad oFaSR 2y ay2¢lLld O1 YSI adaNBY
the Environmat, and the California Department of Water Resources. All three sets of data are available

to the public with no confidentiality or accessibility restrictions. NRCS data are available at:
www.wce.nres.usda.gov/snow/snowhist.htirCalifornia data are available at:
http://cdec.water.ca.gov/snow/current/snow/index2.htmland snowpack data for British Columbia are

available athttp://a100.gov.bc.ca/pub/mssThese websites also provide descriptions of the data.

Methodology

5. Data Collection

This indicator uses snow water equivalent (SWE) measurements to assess trends in snowpack from 1950
to 2000. SWE is the amount of water contained within the snowpack at a particular location. It can be
thought of as the depth of water that would result if the entire snowpack were to melt. Because snow
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can vary in density (depending on the degree of compactfor example), converting to the equivalent
amount of liquid water provides a more consistent metric.

Snowpack data have been collected over the years using a combination of manual and automated
techniques. All of these techniques are grotmaked obervations, as snow water equivalent is difficult

to measure from aircraft or satellitesalthough development and validation of remote sensing for

ay26L) O1 A& | &adzo2SO0i0 2F 2y3a2Ay3 NBaSINDOKod [/ 2yara
observation #es are available beginning in the 1930s. In 1980, measurements began to be collected

using an automated snowpack telemetry (SNOTEL) system, a set of remote sites that automatically

measure snowpack and related climatic data. Snowpack measurements hawvextensively

documented and have been used for many years to help forecast spring and summer water supplies,
particularly in the western United States.

The NRCS SNOTEL network operates over 650 remote sites in the western United States, including
Alaska. Data from the SNOTEL network are augmented by manual snow course measurements. Manual
snow course measurements are made monthly, while SNOTEL sensor data are recorded every 15
minutes and reported daily to two master stations.

Additional snowpacklata come from observations made by the California Department of Water
Resources and the British Columbia Ministry of the Environment.

For information about each of the data sources and its corresponding sample design, visit the following
websites:

e NRCSwvyww.wcc.nrcs.usda.gov/snow/snowhist.html

e California Department of Water Resources:
http://cdec.water.ca.gov/snow/info/DataCollecting.html

e British Columbia Ministry of the Environmemtww.env.gov.bc.ca/rfc/data

The NRCS website describes both manual and telemetric snowpack measuremaigueshn more
detail at:www.wcc.nrcs.usda.gov/factpub/sect 4b.htn# training and reference guide for snow
surveyors who use sampling equipment to measure snow accumulation is also availabhe NRCS
website at:www.wcc.nrcs.usda.gov/factpub/ah169/ah169.htm

For consistency, this indicator examines trends at the same point in time each year. This indicator uses
April ' as the annual date for analysis because it is the most frequent observation date and it is
extensively used for spring stream flow forecasting (Mote et al., 2005). Data are nominally attributed to
April T, but in reality, for some manually operated sitee closest measurement in a given year might
have been collected slightly before or after Apfil 1

This indicator focuses on the western United States (excluding Alaska) and southwestern Canada
because this broad region has the greatest density dfaia with longterm records. A total of 1,155
locations have recorded SWE measurements within the area of interest. This indicator is based on 799
stations with sufficient April*irecords spanning the period from 1950 through 2000.
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6. Indicator Derivation

Linear trends in April®ISWE measurements were calculated for the period from 1950 through 2000 at
each snow course or SNOTEL location, then these trends were converted to percent change since 1950.
Note that this method can lead to an apparent losseexting 100 percent at a few sites (i.e., more than

a 100 percent decrease in snowpack) in cases where the line of best fit passes through zero sometime
before 2000, indicating that it is now most likely for that location to have no snowpack on the ground a
all on April ¥. For more details about the analytical procedures used to calculate trends and percent
change for each location, see Mote et al. (2005).

EPA obtained a data file with coordinates and percent change for each station, and plotted th® resu
on a map using ArcGIS software. Figure 1 shows trends at individual sites with measured data, with no
attempt to generalize data over space.

7. Quality Assurance and Quality Control

Automated SNOTEL data are screened by computer to ensure that theymmim@gtum requirements

before being added to the database. In addition, each automated data collection site receives
maintenance and sensor adjustment annually. Data reliability is verified by ground truth measurements
taken during regularly scheduled mangakveys, in which manual readings are compared with
automated data to check that values are consistent. Based on these quality assurance and quality
control (QA/QC) procedures, maintenance visits are conducted to correct deficiencies. Additional
descripton of QA/QC procedures for the SNOTEL network can be found on the NRCS website at:
www.wcc.nrcs.usda.gov/factpub/sect _4b.html

QA/QC procedures for manual measurements by NRCS do not appgeaatailable online. Details
concerning QA/QC of data collected separately by California and British Columbia do not appear to be
publicly available either.

Analysis

8. Comparability Over Time and Space

For consistency, this indicator examines trendthatsame point in time each year. This indicator uses
April ' as the annual date for analysis because it is the most frequent observation date and it is
extensively used for spring stream flow forecasting (Mote et al., 2005). Data are hominally attribute
April T, but in reality, for some manually operated sites the closest measurement in a given year might
have been collected slightly before or after Apfil 1

Data collection methods have changed over time in some locations, particularly as aetodesices

have replaced manual measurements. However, agencies such as NRCS have taken careful steps to
calibrate the automated devices and ensure consistency between manual and automatic measurements
(see Section 7). They also follow standard prototmbnsure that methods are applied consistently

over time and space.
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9. Sources of Uncertainty

Uncertainty estimates are not readily available for this indicator or for the underlying snowpack
measurements. However, the regionally consistent and in manyscsgable changes shown in Figure 1
strongly suggest that this indicator shows real secular trends, not simply the artifacts of some type of
measurement error.

10.Sources of Variability

Snowpack trends may be influenced by natural yweayear variations irsnowfall, temperature, and
other climate variables. To reduce the influence of yayear variabilitythis indicator looks at longer
term trends over the full 54ear time series.

Over a longer timeframe, snowpack variability can result from ryeltir2 8 OA f € F A2y a Ay G(KS
climate or from nonclimatic factors such as changes in observation methods, land use, and forest

canopy. Of particular notehe 1950s registered some of the highest snowpack measurements of the

20" century in the Northwest, rad these high values at the start of the period of analysis could be

magnifying the apparent snowpack decline depicted in Figure 1. However, further analysis reveals that

GKS 3ISYySNIf RANBOGAZY 2F (KS (NByReAada GKS &alyYS NB

11. Statistical/Trend Analysis

Figure 1 shows the results of a leasuares linear regression of annual observations at each individual
site from 1950 to 2000. The statistical significance of each of these trends has not been reported.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. EPA selected 1950 as a starting point for this analysis because data were readily available to
examine trends throughout western North Americarfr 1950 to present. Some others have
looked at trends within smaller regions over longer or shorter timeframes, however, and found
that the choice of start date can make a difference in the magnitude of the resulting trends. For
example, Stoelinga et aR@10) found a smaller loAgrm decline in snowpack in the Cascades
when the analysis was extended back to 1930. This difference is due in part to several especially
snowy years that occurred during the 1950s, which could be magnifying the extent of the
snowpack decline depicted in Figure 1 for parts of the Northwest. However, evidence suggests
that the general direction of the trend is the same regardless of the start date.

2. Although most parts of the West have seen reductions in snowpack, consistentueitllo
warming trends, observed snowfall trends could be partially influenced bychmatic factors
such as observation methods, land use changes, and forest canopy changes. A few snow course
sites have been moved over timdor example, because of theawth of recreational uses such
Fad ay26Y20AftAy3 2N alAAy3dId az2d0S S PFPE ® ounnpo
observations has grown slightly later over time.
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Streamflow

Identification

1. Indicator Description

This indicator describes trends in threagnitude and timing of streamflow sBtreams across thenited
States.

Components of this indicator include trends in three annual flow statistics:
e Magnitude of anual severday low streamflowirom 1940 through 2009Figure 1)
e Magnitude of anual threeday high streamflovirom 1940 through 2009Figure 2)
¢ Timing of vinter-spring center of volume datitom 1940 through 2009Figure 3)

2. Revision History

December 2011: Indicator developed
April 2AL2: Indicator updated with a new analysis

Data Sources

3. Data Sources

This indicator was developed Bys. Mike McHale, Robert Dudley, and Glenn Hodgkitieedt.S.

Geological Survey (USGS). It is based on streamflow data from a set of reference strgesrsgauaified

in the Geospatial Attributes of Gages for Evaluating Streamfl8AGES) database, which was developed

o0& !{D{ FYR Aad4 RSaAaONAOSR o0& ClftO2yS SG Ift® 6nHnmno
National Water Information System (NWIS)

4. Data Availability

EPAobtained the data for this indicator from BiMike McHale, Robert Dudley, and Glenn Hodgkins at
USGSSimilar streamflovanalysesadbeen previouslpublishedin the peerreviewed literature
(Hodgkins and Dudley, 2006; Falcon@let2010). The USGS team provided a reprocessed dataset to
include streamflow trends through 2009

Streamflow data from individual stations are publicly available online through the surface water section
of NWIS athttp://waterdata.usgs.gov/nwis/swReference status and watershed, site characteristics,

and other metadata for each stream gauge in the GAGES database are available online at:
http://esapubs.org/archive/ecol/E091/045/
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Methodology

5. Data Collection

Streamflow is determined from data collected by devices called stream gauges, which record the
elevation (or stage) of a river or stream at regular intervals each day. USGS maintains a natrom& net
of stream gauging stations, including more than 7,000 stations currently in operation throughout the
contiguous 48 statesftp://water.usgs.gov/wid/html/SG.htn)l. USGS has been collecting streamgga
data since the late 1800s at some locations. However, gauges have not been not placed randomly;
instead, they have been generally sited to capture information from relatively large perennial streams
and rivers to record flows for specific managementegal issues. Stream surface elevation is recorded
at regular intervals at each gauging statiotypically every 15 minutes to 1 hour.

Streamflow (or discharge) is measured at regular intervals by USGS personnel (typically every four to
eight weeks). Theelation between stream surface elevation and discharge is determined and used to
calculate streamflow for each stream stage measurement (Rantz et al., 1982). These data are used to
calculate the daily mean discharge for each day at each site. All measuieare taken according to
standard USGS procedures (Rantz et al., 1982; Sauer and Turnipseed, 2010; Turnipseed and Sauer,
2010).

¢tKAad AYRAOF(G2NJ dzaSa RIFGIF FNRY | &adzoaSd 2F ! {D{ ad
3l dASa¢ o CAI0PRefe@nc&daugesthave been carefully selected to reflect minimal
interference from human activities such as dam construction, reservoir management, wastewater
treatment discharge, water withdrawals, and changes in land cover and land use theatinfligence

runoff. The subset of reference gauges was further winnowed on the basis of length of period of record
(70 years) and completeness of record (greater than or equal to 80 percent for every decade). Figures 1
and 2 are based on 211 sites. FigBnelies on 55 sites because it is limited to watersheds that receive

30 percent or more of their total annual precipitation in the form of snow. This additional criterion was
applied because the metric in Figure 3 is used primarily to examine the tohsrgpwmeltrelated

runoff. All of the selected stations and their corresponding basins are independeat is, the analysis

does not include gauges that are upstream or downstream from one another.

All watershed characteristicgcluding basin areatation latitude and longitudeand percent of

precipitation as snowvere taken from the GAGES databasd. & Ay | NBI g1 a8 RSGSNNAYSH
National Hydrography Dataset Plus and supplemented by the USGS NationalQialidy Assessment

Program and th&JSGS Elevation Derivatives for National Applications.

6. Indicator Derivation

Figures 1 and 2. Volumes of Selzy Low (Figure 1) and ThBay High (Figure 2) Streamflows in the
United States, 1942009

Figure 1 shows trends in dry conditions ussegenday low streamflowwhichis the lowest average of
sevenconsecutive days of streamflow in a calendar yéhdrologists commonly use this measure
because iteflects sustained dry conditions that result in the lowest flows of the y@avenday low
flow can equal zero if a stream has dried up completely.
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Figure 2 shows trends in wet conditions using thdag high streamflowwhichis the highest average of
three consecutive days of streamflow in a calendar yéfrdrologists use thimeasure because a three
day averaging period has been shown to effectively characterize runoff associatestamitis and peak
snowmeltover a range of watershed areas

Rates of change from 1940 to 2009 at each staiene computed usinghe Sen slopewhich is the
median of all possible pawise slopes imtemporal datase{Helsel and Hirsch, 1992). The Sen slope
was then multiplied by the number of years of the trend per{od., 70)to estimate total change over
time. Trend are reported as perceage increases or decreases, relative to the beginningsiigre
value

Figure 3. Timing of Winte8pring Runoff in the United States, 182009

Figure 3 shows trends in the timing of streamflow in the winter and spring, which is influenced by the
timing of snowmelt runoff in areas with substantial annual snowpack. It does so usingrtiee-8pring
cener of volume (WSCV) date, which is the dateen half of thetotal volume of water between
Jamuaryl and May 3has passed by the gauging statidinendsin this date are computed in the same
mannerassevenday low flovs andthree-day high flovg, and the results aneportedin terms ofthe
number of days earlier or later th&/SC\fs occurringFor more information about WSCV methods, see
Hodgkins and Diley (2006) and Burns et al. (2007).

7. Quality Assurance and Quality Control

Quiality assurance and quality control (QA/QC) procedures are documented for measuringstgam
(Sauer and Turnipseed, 2016)easuringstream discharge (Turnipseed and Sauéd,®, and
computingstream discharge (Sauer, 2002; Raettal, 1982). Stream dischargetypicallymeasured
and equipment is inspected at each gauging statieary four to eightveeks. The relation between
stream surface elevation and stream dischaigevaluatedollowing each discharge measuremexit
each site andhe relationship is adjusteifl necessary.

The GAGES database incorporated a QC procedure for delineating the watershed boundaries acquired

from the National Hydrographipataset Plus. The dataset was croRecked against information from

' { D{ Q4 b GQualty Assessmknil Bdgdam. Basin boundaries that were inconsistent across

sources were visually compared and manually delineated based on geographical inforpnatimied in
'{D{Qad 9tS@IGA2Yy S5SNAGIIABSa F2NI bl dAzylf ! LILX AOI
addressed in the GAGES metadata available at:

http://esapubs.org/archive/ecBE091/045/metadata.htm

Analysis

8. Comparability Over Time and Space

All USGS streamflow data have been collected and extensively easdilyed by USGS since the start of
data collection. Consistent and well documented procedures have been used fanttreegeriods of
recorded streamflows at all gauges (Corbett et al., 1943; Rantz et al;, 388@r, 2002).
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Trends in streamflow over time can be heavily influenced by human activities upstream, such as the
construction and operation of dams, discharddreated wastewater, and land use change. To remove
these artificial influences to the extent possible, this indicator relies on a set of reference gauges that
were chosen because they represent ledstturbed (though not necessarily completely undistenlp
watershedsThe criteria for selecting reference gauges vary from region to region due to the land use
characteristics. This inconsistency means that a modestly impacted gauge in one part of the country (for
example, an area with significant agriculiitand use) might not have met the data quality standards

for another less impacted region. The reference gauge screening process is described in Falcone et al.
(2010) and is available in the GAGES metadata at:
http://esapubs.org/archive/ecol/E091/045/metadata.htm

Analytical methods have been applied consistently over time and space.

9. Sources of Uncertainty

Uncertainty estimates are not available for this indicator as a whole. As famttherlying data, the
precision of individual stream gauges varies from site to Aiteuracy depends primarily on the stability
of the stagedischarge relationshighe frequency and reliability of stage adidchargemeasurements,

and the presence of ggial conditions such as ice (Novak, 1985). Accuracy classifications for all USGS
gauges for each year of record are available in USGS annual statadata@eeports USGS has

published a general online reference devoted to the calculation of énrovdvidual stream discharge
measurementgSauer and Meyer, 1992).

10.Sources of Variability

Streamflowcan be highly variablevertime, depending on the size of the watershed and the factors
that influence flow at a gaug&lSGaddresseshis variability byrecording stageseveral times a day
(typically 15minute to X-hour intervalsiand thencomputinga daily averagstreamflow Streamflow
also varies from year to year as a result of variation in precipitation and air temperaiered
magnitudes computed fim Serslopesprovide a robust estimate of linear changes over a period of
record, and thus this indicator does nmieasuredecadal cycles or interannuadriability in the metric
over the time period examined

While gauges are chosen to represent dramagsins relatively unimpacted by human disturbance,
some sites may be more affected tyect humaninfluences(such as land cover and land use change)
than others.Other sources of variability includecalized factors such as topography, geology, elevation,
and naturaland coverChanges in land cover and land use over time can contribute to streamflow
trends, though careful selection of reference gauges strives to minimize these impacts.

Although WSCV is largely driven by the timing of the bulkradw meltin areas with substantial annual
snowpack, other factors also will influence WSEM instancega heavy rain event in the winteould

result in large volumes of water that shift the timing b&tcenter of volume earlieChangesover time
in the distribution of rainfalluringthe JanuargMay periodcould alsoaffect the WSCV date.

11.Statistical/Trend Analysis

The maps in Figures 1, 2, and 3 all show trends over time that have been compuwtedhiayauging
station using a Sen slope analysis. Because of uncertainties and complexities in the interpretation of
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statistical significance, particularly related to the issue of itmrg persistence (Cohn and Lins, 2005;
Koutsoyiannis and Montanari, 200 &ignificance of trends is not reported.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. This analysis is restricted to locatiomkere streamflow is not highly disturbed byman
influences, includingeservoir regulation, diversions, atahd cover change. However, changes
in land cover and land use over time could still influetreadsin the magnitude and timing of
streamflowat somesites

2. Reference gauges used for timslicator are not evenly distributethroughoutthe United
States nor are they evenly distributedith respect totopography, geology, elevation, or land
cover.
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Ragweed Pollen Season

Identification

1. Indicator Description

This indicator describes trendsthe annual length of pollen season for ragwe@anprosiaspecies) at

ten North American sites from 1995 to 2011. Ragweed season begins with the shift to shorter daylight
after the summer solstice, and it ends in respotseold weather in the fall (i.e., first frost). These
constraints suggest that the length of ragweed pollen season is sensitive to climate change by way of
changes to fall temperatures.

2. Revision History

December 2011: Indicator developed
May 2012: Indiator updated with data through 2011

Data Sources

3. Data Sources

Data for this indicatocome from the National Allergy Bureau. As a part ofAhgerican Academy of
Allergy, Asthmaand Immunology'® ! ! | Adro@lirgen Networkthe National Allergy Bureau
collects pollen data from dozens of stations around the United St@asadian pollen datariginate
from Aerobiology Research Laboratoridse data wereompiled and analyzed for this indicator by a
team of researchers who published a more detailedsi@r of this analysis in 2011, based on data
through 2009 (Ziska et al., 2011).

4. Data Availability

EPA acquired data for this indicafoom Dr. Lewis Ziska dahe U.S. Department of Agriculture,
Agricultural Research Service. Dr. Ziska was the lead anfttioe original analysis published in 2011
6%Aall SG f®dX HammOd |'S LINPGARSR |y dzLJRIFIGSR OSNA

Users can access daily ragweed pollen records for each individual U.S. pollen station on the National

Allergy BuS I dzQa ¢ $\ovwdakaaiSro/blaba/nakpollen-counts.aspxAmbrosiaspp. is classified

Fa + asSSReé o0& (GKS blidAzylrft 1ffSNBe . dzNBlaa ' yR | LI
are not publicly available, but can be purchased from Aerobiology Research Laboratories at:
www.aerobiology.ca/products/data.php
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Methodology

5. Data Collection

This indicator is based on daily pollen counts from 10-tengn sampling stations in central North

America. Eight sites were in the United States; two sites were in Canada. Sites were selected based on
availability of pollen data and nearby weather dada part of a broader analysis of causal factors) and

to represent a variety of latitudes along a roughly nesthuth transect. Sites were also selected for
consistency of altitude and other locational variables that might influence pollen counts.

Data wee available from 1995 to 2011 at all sites except for two: Georgetown, Texas (hear Austin) had
data from 1998 to 2011, and Rogers, Arkansas, had data from 1996 to 2011.

Each station relies on trained individuals to collect air samples. Samples weréecblleing one of
three methods at each counting station:

1. Slide gathering: Blank slides with an adhesive are left exposed to outdoor air to collect airborne
samples.

2. Rotationimpactionaeroallergensampler. An automated, motorized device that spins airof
known volume such that airborne particles adhere to a surrounding collection surface.

3. Automated spore sampler from Burkard Scientific: A device that couples a vacuum pump and a
sealed rolling tumbler of adhesive paper in a way that records spore samysesime.

Despite differences in sample collection, all sites rely on the human eye to identify and count spores on
microscope slides. All of these measurement methods follow standardneg@wed protocols. The
resulting data sets from AAAAI and Aeiadbgy Research Laboratories have supported a variety of peer
reviewed studies. Although the sample collection methodologies do not allow for a comparison of total
pollen counts across stations that used different methods, the methods are equally setusitinae
appearance of a particular pollen species.

6. Indicator Derivation

By reviewing daily ragweed pollen counts over an entire season, analysts established start and end dates
for each location as follows:

e The start date is the point at which 1 percaitthe cumulative pollen count for the season has
been observed, meaning 99 percent of all ragweed pollen appears after this day.

e The end date is the point at which 99 percent of the cumulative pollen count for the season has
been observed.

The duration dpollen season is simply the length of time between the start date and end date.

Two environmental parameters constrain the data used in calculating the length of ragweed season. As
a shortday plant, ragweed will not flower before the summer solstieetliiermore, ragweed is

sensitive to frost and will not continue flowering once temperatures dip below freezing (Deen et al.,
1998). Because of these two biological constraints, ragweed pollen identified before June 21 or after the
first fall frost (based o local weather data) was not included in the analysis.
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Once the length of the pollen season was determined for each year and locationfit begtession
line was calculated for the period from 1995 to 2011. The change in ragweed pollen seasofr¢days)
1995 to 2011 is derived from the slope of this trendline.

Ziska et al. (2011) describe analytical methods in greater detail.

7. Quality Assurance and Quality Control

Pollen counts are determined by trained individuals who follow standard protocolsding
procedures for quality assurance and quality control (QA/QC). To be certified as a pollen counter, one
must meetvarious quality standards for sampling acmlinting proficiency

Analysis

8. Comparability Over Time and Space

Different stations use diéfrent sampling methods, so absolute pollen counts are not comparable across
stations. However, because all of the methods are consistent in how they identify the start and end of
GKS LRtftSy aSrazys GKS aStkaz2yQa nmeandFonkstatwhtd I | NB
station.

9. Sources of Uncertainty

Error bars for the calculated start and end dates for the pollen season at each site were included in the
dataset that was provided to EPWentification of the ragweed pollen season start and eatesmay

be affected by a number of factors, both human and environmental. For stations using optical
identification of ragweed samples, the technicians evaluating the slide samples are subject to human
error. Further discussion of error and uncertairtgn be found irZiska et al. (2011).

10.Sources of Variability

Wind and rain may impact the apparent ragweed season length. Consistently windy conditions could
keep pollen particles airborne for longer periods of time, thereby extending the apparent sesagh. |
Strong winds could also carry ragweed pollen long distances from environments with more favorable
growing conditions. In contrast, rainy conditions have a tendency to draw pollen out of the air. Extended
periods of rain late in the season could peevwhat would otherwise be airborne pollen from being
identified and recorded.

11.Statistical/Trend Analysis

The indicator relies on a befit regression line for each sampling station to determine the change in
ragweed pollen season. The 95 percent caariick limits for start and end dates of the pollen season

were calculated using Sigmaplot, using the observed data as a basis for the analysis. Changes in season
length at six of the 10 stations were deemed to be statistically significant, based on thpeec8&t

confidence intervals: Saskatoon, Saskatchewan; Winnipeg, Manitoba; Fargo, North Dakota; Minneapolis,
Minnesota; LaCrosse, Wisconsin; and Madison, Wisconsin. For further discussion and an earlier version
of this significance analysis, see Ziskale2011).

Technical Documentation: Ragweed Pollen Season 156

O



12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. This indicator only focuses on 10 stations in the central part of North America. The impacts of
climate change onagweed growth and pollen production could vary in other regions, such as
coastal or mountainous areas.

2. This indicator does not describe the extent to which the intensity of ragweed pollen season (i.e.,
pollen counts) may also be changing.

3. The indicator isensitive to other factors aside from weather, including the distribution of plant
species as well as pests or diseases that impact ragweed or competing species.

4. Although some stations have pollen data dating back to 1973, this indicator only examines
trends from 1995 to 2011, based on data availability for the majority of the stations in the
analysis.
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Length of Growing Season

Identification

1. Indicator Description

This indicator measures the length of the growing season icdndguous48 states between 1895 and
2011. The growingeason often determines which crops can be grown in an area, as some crops require
long growing seasons, while others mature rapidly.

Components of this indicator include:
e Length of growing season in the contiguous 48 states, both nationally (Figund igrahe

eastern and western halves of the country (Figure 2)
e Timing of the last spring frost and the first fall frost in the contiguous 48 states (Figure 3)

2. Revision History

April 2010: Indicator posted
December 2011: Updated with data through 2010
April 2012: Updated with data through 2011

Data Sources

3. Data Sources

Data were provided by NX» YSYyySGK Ydzy1 St 2F GKS blraGA2ylf hOSIly
Obh! 1 Qa0 /22LISNF GABS Lyaila vizadlyzemidmurbdgiv - S | yR { |
temperature records from weather stations throughout the contiguous 48 states. Temperature
measurementgomefrom weather stations irb h ! !'CQofperative Observer Program (CQOP

4. Data Availability

EPAobtained the data for this indicator from Dr. Keath Kunkel aNOAA CIC®r. Kunkel had
published an earlier version of this analyisishe peerreviewed literature(Kunkel et al., 2004and he
provided EPA with an updated file containing growing season data through 20

All raw COOP data aneaintained by theb h | N&ti&nal Climatic Data CenttdCDE Complete COOP
data, embedded definitions, and data descriptions can be downloaded from the Web at:
www.ncdc.noaa.gov/doclib/Statespecific data can be found at:
www7.ncdc.noaa.gov/IPS/coop/coop.html;jsessionid=312EC0892FFC2FBB78F63D0OE3ABERCBC
are no confidentiality sues that could limit accessibility, but some portions of the data set might need
to be formally requested. Complete metadata for the COOP data set can be found at:
WWW.Nws.noaa.gov/om/coop/
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Methodology

5. Data Collection

This indicator focuses on the timing of frosts, specifically the last frost in spring and the first frost in fall.
It was developed by analyzing minimum daily temperature records from COOP weather stations
throughout the contiguous 48 states.

COOP stations generally measure temperature at least hourly, and they record the minimum

temperature for each 24our time span. Cooperative observers include state universities, state and

federal agencies, and private individuals whose stations are manag@Y | Ay i AYSR o6& bh! ! Q
National Weather ServiagW3. Observers are trained to collect data, and the NWS provides and

maintains standard guipment to gather these datd:he COOP data setpresentsthe core climate

network of the United States (Kunketl al., 2005)Data collected by COGResare referred to as U.S.

Daily Surface Data or Summary of the Day data.

The study on which this indicator is based includes data from 750 stations in the contiguous 48 states.
These stations were selected becaukey met criteria for data availability; each station had to have

less than 10 percent of temperature data missing over the period from 1895 to 2011. For a map of these
station locations, see Kunkel et al. (2004).-P948 COOP data were previously caailable in hard

copy, but were recently digitized by NCDC, thus allowing analysis of more than 100 years of weather and
climate data.

Temperature monitoing procedures are described in the full metadata for the COOP data set available
at: www.nws.noaa.gov/om/coop/General informatioron COORveatherdatacan be foundht:
WWW.NWs.noaa.gov/os/coop/whais-coop.html

6. Indicator Derivation

For thisindicator, the length of the growing season is defined as the period of time between the last
frost of spring and the first frost of fall, when the air temperature drops below the freezing point of
32°F. Minimum daily temperature data from the COOP datargere used to determine the dates of last
spring frost and first fall frost using an inclusive threshold 6F3®lethods for producing regional and
national trends were designed to weight all regions evenly regardless of station density.

Figure 1 showsends in the overall length of the growing season, which is the number of days between
the last spring frost and the first fall frost. Figure 2 shows trends in the length of growing season for the
eastern United States versus the western United Statesigul00W longitude as the dividing line

between the two halves of the country. Figure 3 shows trends in the timing of the last spring frost and
the first fall frost, also using units of days.

All three figures show the deviation from the 182811 long-term average, which is set at zero for
reference. Thus, if spring frost timing in yeas shown as4, it means the last spring frost arrived four
days earlier than usudNote that the choice of baseline periodll not affect the shape or the statistit
significance of the overall trend; it merely moves the trend up or down on the graph in relation to the
LAYyl RSFAYSR Ia al SNR d¢
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To smooth out some of the ye#m-year variability and make the results easier to understand visudlly, a

three figures pbt 11-year moving averages rather than annual data. EPA chose this averaging period to

be consistent with the recommended averaging method used by Kunkel et al. (2004) in an earlier

version of this analysis. Eachesage is plotted at the center of the gesponding 13year window. For

example, the average fro@001to 2011 is plotted at year 206. EPA useéndpoint padding to extend

the 11-year smoothed lines all the way to the ends of the period of redor8.NJ 1 KS RF G LINR GAF
recommendation, EPA calated smoothed values centered at 2007, 2008, 2009, 2010, and 2011 by

inserting the 20062011 average into the equation in place of theyas unreported annual data points

for 2012 and beyond. EPA used an equivalent approach at the beginning of thestie®e s

Kunkel et al. (2004) provide a complete description of the analytical procedures used to determine
length of growing season trenddo attempt has been made to represent data outside the contiguous
48 states or to estimate trends before or aftereti89%2011 period.

7. Quality Assurance and Quality Control

NOAA follows extensive quality assurance and quality control (QA/QC) procedures for collecting and
compiling COOP weather station data. For documentation of COOP methods, including training manuals
and maintenance of equipment, segww.nws.noaa.gov/os/coop/training.htnThese training

materials also discus3C of the underlying data set. Pt648 COOP data were recently digitized from
hardcopy. Kunkel et al. (2005) discuss QC steps associated with digitization and other factors that might
introduce error into the growing season analysis.

The data used in this indicator were carefully analyzed in order to identify and eliminate outlying

observations. A value was identified as an outlier if a climatologist judged the value to be physically

impossible based on the surrounding values, or if the value of a data point was more than five standard
RSOAIGA2y & FNRBY (KS a idaifihd@nypo deta¥sdy @CKahalysisYodthiyy @ wS I RS
indicator in Kunkel et al. (2004) and Kunkel et al. (2005).

Analysis

8. Comparability Over Time and Space

Data from individual weather stations were averaged in order to determine national and regional trends
in the length of growing season and the timing of spring and fall frosts. To ensure spatial balance,
national and regional values were computed using a spatially weighted average, and as a result, stations
in low-station-density areas make a larger contribrt to the national or regional average than stations

in highdensity areas.

9. Sources of Uncertainty

Kunkel et al. (2004) present uncertainty measurements for an earlier (but mostly similar) version of this
analysis. To test worstase conditions, Kunket al. (2004) computed growing season trends for a
thinned-out subset of stations across the country, attempting to simulate the density of the portions of
the country with the lowest overall station density. The 95 percent confidence intervals for théngsu
trend in length of growing season were 2 days. Thus, there is very high likelihood that observed
changes in growing season are real and not an artifact of sampling error.
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10.Sources of Variability

At any given location, the timing of spring and fedstsnaturally varesfrom year to year as a result of
normal variation in weather patternsnulti-year climate cycles such as the El NBouthern Oscillation
and Pacific Decadal Oscillati@md other factors. This indicator accounts for these factgrafplying
an 1tyear smoothing filter and bgresenting a longerm record (more than a century of dat@)verall,
variability should not impact the conclusions that can be inferred from the trends shown in this
indicator.

11. Statistical/Trend Analysis

EPAcalculated longerm trends by ordinary leasi I dzF N3 & NBINBaairAzy (2 &dzLlLl2 NI
t 2 Ay ( KénkeliebdE (P@4jetermined that the overall increase in growing season was statistically
significant at a 95 percent confidence level aitbthe East and the West.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Changes in measurement techniques and instruments over time can affect trends. However,
these data were carefully reviewed for quality, and values that appeared invalid were not
included in the indicator. This indicator only includieda fromweather stations that did not
have many missing data points.

2. The urban heat island effect can influergr®@wingseasordata; however, these data were
carefully qualitycontrolled andoutlying data points were not included in the calculation of
trends.
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Leaf and Bloom Dates

Identification

1. Indicator Description

Thisindicator examines the timing of leaf growth and flower blooms for selected plants in the United
Statesbetween 1900 and 2010. Aanming climatecan leado the earlier arrival of spring eventsvhich
cancausea variety of impacts on ecosystems and hursaniety.

Components of this indicator include:

e Trends in first leaf dates in the contiguous 48 states since 1900 (Figure 1)
e Trends in first bloom dates in the contiguous 48 states since 1900 (Figure 2)

2. Revision History

April 2010: Indicator posted
Decenber 2011: Updated with data through 2010

Data Sources

3. Data Sources

This indicator is based oedf and bloom observatiorthat were compiled by the USA National

Phenology NetworkUSANPN)and climate data that were provided by the U.S. Historical Ctitogy

Network (USHCN) and other databases maintained by the National Oceanic and Atmospheric

' RYAYAAUGNI GA2YQa obh! ! Qa0 bDathforhSlinticatortwarednalyke® 5 I G |
usingan enhanced version of theethod described by Schwartzt al. (2006).

4. Data Availability
Phenological Observations
This indicator is based in part on observations of lilac and honeysuckle leaf and bloom dates, to the

extent that these observations contributed to the development of models.-NBN provides online
access to historical phenological observationsatw.usanpn.org/?g=data_main
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Temperature Data

This indicator is based in part on historical daily temperature records, which are publicly available online
through NCDCror example, USHQJdta are available online at:
www.ncdc.noaa.gov/oa/climate/research/ushcn/#accewith no confidentiality issues limiting
FOO0SaaAroAtAlded ! LILINE LINJate afpendes i thekdatd $o thhtyhéy ae NB I RY S €
discernible for analysis. For example, see:
ftp://ftp.ncdc.noaa.gov/pub/data/ushen/v2/monthly/readme.txtSummary data from othegets of

weather stations can be obtained from NC&Gyww.ncdc.noaa.gov/oa/ncde.html

Model Results

The processed leaf and bloom date data set is not publicly available. EPA obtained the model outputs by
contacting Dr. Mark Schwartz at the University of Wiscogigiiwaukee, who developed the analysis

and created the original time serie&n earlier version of this analysis appeare@ahwartz et al.

(2006) the latest version is currently in press.

Methodology

5. Data Collection

This indicator was developed using models that relate phenological observations (leaf and bloom dates)
to weather and climate variables. These models were developed by analyzing the relationships between
two types of measurements: 1) obs@ations of the first leaf emergence and the first flower bloom of

the season in lilacs and honeysucldesl 2) temperature dataThe models were developed using
measurements collected throughout the portions of the Northéfemisphere wherdilacs and/or
honeysuckles grow, then applied to temperature records from a larger set of stations throughout the
contiguous 48 states.

Phenological Observations

First leaf date is defined as the date on which leaves first start to grow beyond their winter bud tips.
Frst bloom date is defined as the date on which flowers start to open. Ground observations of leaf and
bloom dates were gathered by government agencies, field stations, educational institutions, and trained
citizen scientists; these observations were tleampiled by organizations such as the tNEAN. These

types of phenological observations have a long history and have been used to support a wide range of
peer-reviewed studiesSee Schwartz et al. (20Dénd references cited thereifor more information

about phenological data collection methods.

Temperature Data

Weather data used to constructalidate and then applghe models specifically daily maximum and
minimum temperatures were collected from officially recognized weather stations using standard
meteorological instrumentsThese data have been compiled by NCDC databases suchlaSkand
TD3200 Daily Summary of the Day data from other cooperative weather stations. As described in
{OKgl NIT SiG Ftd 0nnncox adGrliArzy RFEGF gSNB dzaSR NI
undesirable homogenizing effect that widely available coaes®lution grid point data can have on
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AL GAlLf RAFFSNBYyOSa> NBadzZ GAy3a Ay FNUAFAOALFE dzyA ¥
Schwartz and Chen, 2002; Menzel et al., 2003). The approximately 600 weather stations were selected
accordirg to the following criteria:

¢ Provide for the best temporal and spatial coverage possible. At some statiengetiod of
record includesnost of the 28' century.

e Have at least 25 of 30 years during the 1€8110 baseline period, with no 3fay periods
missing more than 10 days of data.

e Have sufficient springgummer warmth to generate valid model output.

For more information on the procedures used to obtain temperature data, see Schwartz et al. (2006)
and references cited therein.

6. Indicator Derivation

Daily temperature data and observations of first leaf and bloom dates were used to atirestial

validate a set of modelhat relate phenological observations to weather and climate variables
(specifically daily maximum and minimum temperatures). Theseatswere developed for the entire
Northern Hemisphere and validated at 378 sites in Germany, Estonia, China, and the United States.

Once the models were validated, they were applied to locations throughout the contiguous 48 states
using temperature recats from 1900 to 2010.\en if actual phenological observations were not
collectedat a particular station, the modetssentially predict phenological behavior based on observed
daily maximum and minimum temperatureallowing the user t@stimate the dateof first leaf and first
bloom for each yeaat that location Thevalue of thesemodelsis that they carestimate the onset of
spring events in locations and time periods where actual lilac and honeysuckle observations are sparse.
In the case of this indator, the modeldiave been applied to a time period that is much longer than
most phenological observation records. The models f@sebeen extended to areas of the contiguous
48 states where lilacand honeysuckledo not actually grow mainly parts othe South and the West
coast where winter is too warm to provide the extended chilling that these plants need in order to
bloom the following spring. This step was taken to provide more complete spatial coverage.

This indicator was developed by applyirftepological models teeveral hundredites in the contiguous

48 states where sufficient weather data have been collected. The exact number of sites varies from year
to year depending on data availability (the minimum wds gites in 1900; the maximum w&80sites

in 191).

After running the models, analysisoked at each location ancbmpared the first leaf date and first

bloom date in each year with the average leaf date and bloom date %t &92010, which was

established as éclimate normad ~ Z2$¢lin® This step resulted in a data set that lists each station along
gAGK (KS & RSLI NI dzNB 1Ine&ured ifi gaydfor dagh compodéntfttie K & S+ NJ
indicator (leaf date and bloom date). Note that8l9to 2010 represents an arbitrary baselier

comparison, and choosing a different baseline period would shift the observeddamgrends up or

down but would not alter the shape, magnitude, or statistical significance of the trends.

EPA obtained data set listing annual departure from nornfat each station, then performed some
additional steps to create Figusé& and 2 For each component of the indicator (leaf date and bloom
date), EPA aggregated the data for each year to determine an average departure from normal across all
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stations. Thistep involved calculating an unweighted arithmetic mean of all stations with data in a
given year. The aggregated annual trend line appaaa thin curvein each figure Tosmooth out some

of the yearto-year variability, EPA also calculated a nmear weighted moving average for each
component of the indicator. This curve appears as a thick lieach figure with each value plotted at

the center of the corresponding ningear window. For example, the average from 2000 to 2008 is
plotted at year 2004This nineyear average was constructed using a normal curve weighting procedure
that preferentially weights values closer to the center of the window. Weighting coeffidientalues 1
through 9, respectively, were as follows: 0.0076, 0.036, 0.1094, 0.214, 0.266, 0.214, 0.1094, 0.036,
0.0076. This procedure was recommended by the authors of Schwartz et al. (2006) as an appropriate
gl & (G2 NBRdAzZOS &2 YS narfualipheologyy@ah 8 S¢é¢ AYyKSNBYy (G A

EPA useéndpoint padding to extenthe nineyear smoothed lines all the way to the ends of the period

ofrecordt SNJ 6 KS RIFdF LINRPZARSNDA NBO2YYSyRIFGA2yZ 9t! O
2008, 2009, and 2010 by &rsing the 20062010 average into the equation in place of theyas$

unreported annual data points for 2011 and beyond. EPA used an equivalent approach at the beginning

of the time series.

Formoreinformation on the procedures used to develdpst, and applythe modelsfor this indicator
see Schwartz et al. (20Q®IcCabe et al. (2011and references cited thereifhis indicator is based on
an approach that has been modified slightly since McCabe et al. (2011), indbastit fixed start date
of ;Anuary 1 to begin the calculation wlarmth accumulation foall stationyears, rather thara
dynamically calculated start date based on chill hour accumulation, abaigriginalmethod. The
newest approach is described $thwartz et alin press.

Indicator Development

The 201CGeditioy” 2 T ChBrtate Qdnge Indicators in the United Staggmort presented an earlier

version of this indicator based on an analysis published in Schwartz et al..(20@6analysis was

referred to as the Spring Indis (Sl). More recently, the team that developed the original Spring Indices
has developed an enhanced version of their algorithm, which is referred to as the Extended Spring
Indices(SEO ® 9t ! Q& Ay RA Ol (i xbpprisdchi The RIeprdeRLahXkx@igioniok S { L
the original S| because it can now characterize the timing of spring events in areas where lilacs and
honeysuckles do not grow. Additional details about th& Ste discussed in a paper currently in press.

7. Quality Assurance and Quality Control

PhenologicaDbservations

Quiality assurance and quality control (QA/QC) procedures for phenological observations are not readily
available.

Temperature Data

Most of the daily maximum and minimum temperature values were evaluated and cleaned to remove
guestionable values as part of their source development. For exasgpleralpapers have been written

about themethods of processing and correctingtbiscal dimate data forthe USHCN / 5/ Q& ¢6S0aA (S
(www.ncdc.noaa.gov/oa/climate/research/ushidescribes the underlying methodology and cites peer

reviewed publicationgustifying thisapproach.
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Before applying the model, all temperature data were checked to ensure that no daily minimum
temperature value was larger than the corresponding daily maximum temperature value (Schwartz et
al., 2006).

Model Results
QA/QC procedures are not readily avaitategarding the use of the models and processing the results.
These models and results have been published in numerousrpeEwed studies, however, suggesting

a high level of QA/QC and review. For more information about the development and applichtion
these models, se8chwartz et al. (2006), McCabe et al. (2011), and the references cited therein.

Analysis

8. Comparability Over Time and Space

Phenological Observations

For consistency, the phenological observations used to devhispndicatorwere restricted to certain
cloned species of lilac and honeysuckle. Using cloned species minimizes the influence of genetic
differences in plant response to temperature cuaad it helps to ensure consistency over time and
space

Temperature Data

The USHCN bBaindergone extensive testing imentify errors and biases in the data and either remove
these stations from the time series or apply scientifically appropriate correction factors to improve the
utility of the data. In particular, these corrections addsehanges in the timef-day of observation,
advances in instrumentation, and station location changes.

Homogeneity testing and data correctiorethods are described in more than a dozen pemriewed
scientific papers by NCDGata corrections wre developed to specifically address potential problems in
trend estimation of the rates of warming or daag in the USHCMalling and Idso (2002) compare the
USHCN data with several surface and umiedatasets and show that the effects of the varidUSHCN
adjustments produce a significantly more positive, and likely spurious, trend in the USHCN data.
contrast,a subsequent analysiy/ Vose et al. (2003) found that USHCN station history information is
reasonably complete and that the bias adjustmerdels have low residual errors.

Further analysis by Menne et al. (20@8pgests that

Xthe collective impact of changes in observatfmactice at USHCN stations is
systematic and of the same ordermfgnitude as the background climate signal. For
this reason, biaadjustments are essential to reducing the uncertainty in U.S. climate
trends. The largest biases in the HCN are shown to be associatechaitges to the
time of observation and with the widespread changeadfrem liquid-in-glass
thermometers to the maximum minimum temperatusensor (MMTS). With respect to
[USHCN] Version leksion 2 trends in maximutemperatures are similar while
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minimum temperature trends are somewhsinaler because of an apparent
overcorrection inVersion 1 for the NMTSinstrument change, and because of the
systematic impact of undocumentextation changes, which were not addresged
Version 1.

USHCN Version 2 represents an improvement in this regard.

Some observers have expressed concerns about other aspestetioh location and technology. For

example, Watts (2009) expresses concern that many U.S. weather stations are sited near artificial heat
sources such as buildings and paved areas, potentially biasing temperature trends over time. In

response to these awerns, NOAA analyzed trends for a subset of stations that Watts had determined

G2 06S G3I22R 2NJ o6Saidzé FyR F2dzyR GKS GSYLISNI (dzNB i
the full set of USHCN stationsvw.ncdc.noaa.gov/oa/about/response2.pdf). While it is true that

YIye aildlidArzya NP y20 2LIAYIffe t20F0SRX bh!! Qa ¥
Peterson (2006) thabund nosignificantbias in longterm trendsassociated with station siting once

bh!! Qa K2Y23aSySAie FrRe2dadGYSyia KI @S 0SSy | LILX ASRO®

Model Results

The same model was applied consistently over time and space. This indicator generalizes results over
space by averaging statidevel departures fronmormal in order to determine the aggregate departure
from normal for each year. This step uses a simple unweighted arithmetic average, which is appropriate
given the national scale of this indicator and the large number of weather stations spread aeross th
contiguous 48 states.

9. Sources of Uncertainty

Error estimates are not readily available for tnaderlyingtemperature data upon which this indicator

is basedlt is generally understood thatngertainties in the temperature data increase as one dussk

in time, as there are fewer stations early in the record. However, these uncertainties are not sufficient
to mislead the user about fundamental trends in the data.

In aggregating statioch S@St A RSLI NIidzZNE FNRBY VY2 NYlIréaéhyeat, BPA Ay (2
calculated the standard error of each component of the indicator (leaf date and bloom date) in each
year. For both components, standard errors range from 0.2 days to 0.8 days, depending on the year.

Schwartz et al. (2006) provide errottiezates for the models as well as for similar indicators considered
across the entire Northern HemispheiEhe use of modeled data should not detract from the
conclusions that can be inferred from the indicator. These models have been extensively tasted an
refined over time and space such that they offer good certainty.

10.Sources of Variability
Temperatures naturally vary from year to year, which can strongly influence leaf and bloomTdates.

smooth out some of the yedn-year variability, EPA calculatachineyear weighted moving average
for each component of this indicator.

Technical Documentation: Leaf and Bloom Dates 167


http://www.ncdc.noaa.gov/oa/about/response-v2.pdf

11. Statistical/Trend Analysis

Statistical testing of individual station trends suggests that many of these trends are not significant
within the contiguous 48 states. Other studiegy(e Schwartz et al., 2006) have come to similar
conclusions, finding that trends in the earlier onset of spring at individual stations are much stronger in
Canada and parts of Eurasia than they are in the contiguous 48 states. In part as a result of these
findings, this EPA indicator focuses on aggregate trends across the contiguous 48 stateshaith

be more statistically robust than individual station trenéowever, the aggregate trends stlle not
statistically significant (p<0.08yer the entie period of recorgdbased on a simpletést.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Plant phenological events are studied using several data collection metholdslimgcsatellite
images, models, and direct observations. The use of varying data collection methods in addition
to the use of different phenological indicators (such as leaf or bloom dates for different types of
plants) can lead to a range of estimatestuod arrival of spring.

2. Climate is not the only factor that can affect phenology. Observed variations can also reflect
plant genetics, changes in the surrounding ecosystem, and other factors. This indicator
minimizes genetic influences by relying on clopéht specieshowever(that is, plants with no
genetic differences).
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Bird Wintering Ranges

Identification

1. Indicator Description

This indicator examines changes in the winter ranges of North Americarfioindshe winter of 196G

1967 t02005.Changes in climate can affect ecosystems by influencing animal behavior and distribution.
Birds are a patrticularigtrongindicator of environmental chander several reasons described in the
indicator text.

Components of this indicator include:
¢ Shiftsin the latitude of winter ranges of North American birds over the pastdeaitury (Figure
1)
¢ Shifts in the distance to the coast of winter ranges of North American birds over the past half
century (Figure 2)

2. Revision History

April 2010: Indicator posted

Data Sources

3. Data Sources

This indicator is based on data collected by the annual Christmas Bird Count (CBC), managed by the
National Audubon Society. Data used in this indicator are collected by citizen scientists who
systematically survey certain areasd identify and count common bird species. The CBC has been in
operation since 1900, but data used in this indicator begin in winter {B&&7 .

4. Data Availability

Complete CBC data are available in both print and electronic formats. Historical CB @atailable in
print in the following periodicalsAudubon Field NoteAmerican BirdsandField NotesAnnual

publications of CBC data were made available beginning in 1998. Additionally, historical, current year,
and annual summary CBC data are avé&lalnline at:http://birds.audubon.org/christmasbird-count.
Descriptions of data are available with the data queried online. The appendix to National Audubon
Society 2009 provides 46yeartrends for each species, but not the full set of data by year. EPA
obtained the complete data set for this indicator directly from the National Audubon Society.

A similar analysis is available from an interagency consortiumvat.stateofthebirds.org/2010
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Methodology

5. Data Collection

This indicators based on data collected by the annual CBC, managed by the National Audubon Saociety.

Data used in this indicator are collected by citizen scientists whersgsically survey certain areas and

identify and count common bird species. Although the indicator relies on human observation rather

than precise measuring instruments, the people who collect the data are skilled observers who follow

strict protocols thaare consistent across time and spatbese data have supportedany peer

reviewed studiesa list of which can be foursly G KS bl G A 2 y | fwebsitdz&:dzo 2y { 2 OA S ¢
http://web4.audubon.org/birdcbc/biblio.html.

Bird surveys take place each year in approximately 2,000 different locations throughadritiguous

48 statesand the southerrportionsof Alaska an@CanadaAll local counts take place between

December 14 and January 5 of each winEach local courtakes place over a 2dour period in a

RSTFAYSR aO2dzyi OANDESe¢ (GKFG Aa mp YAtSa Ay RALFYSH
into field parties which survey different areas of the count circle and tally the total number of

individuals of each species observed (National Audubon Society, 2009). This indicator covers 305 bird
species, which are listed in Appendix 1 of National Audubon Society)(20@%e species were included

because they are widespread and they met specific criteria for data availability.

The entire study description, including sampling methods and analyses performed, can be found in
National Audubon Society (2009) and referemtigerein. Information on this study is also available on
the National Audubon Society website http://birdsandclimate.audubon.org/index.htmFor

additional information on CBC survey desigd amethodologies, see the technical reports listed at:
www.audubon.org/bird/cbc/biblio.html

6. Indicator Derivation

At the end of the 24our observation period, each count circle tallies the totaintner of individuals of

each species seen in the count circle. Audubon scientists then run the data through several levels of
analysis and quality control to determine final count numbers from each circle and each region.
Population trends over the 49earperiod of this indicator and annual indices of abundance were
estimated for the entire survey area with hierarchical models in a Bayesian analysis using Markov chain
Monte Carlo techniques (National Audubon Society, 2009). Data processing steps als®o includ
corrections for different levels of effartfor example, if some count circles had more observers and

more personhours of effort than others.

This indicator is based on the center of abundance for each species, which is the center of the
population distibution at any point in time. In terms of latitude, half of the individuals in the population
live north of the center of abundance and the other half live to the south. Similarly, in terms of
longitude, half of the individuals live west of the centelabiindance, and the other half live to the east.
The center of abundance is a common way to characterize the general location of a population. For
example, if a population were to shift generally northward, the center of abundance would be expected
to shiftnorthward as well.

This indicator examines the center of abundance from two perspectives:
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e Latituder testing the hypothesis that bird populations are moving northward along with the
observed rise in overall temperatures throughout North America.

e Distancefrom coast testing the hypothesis that bird populations are able to move further from
the coast as a generally warming climate moderates the inland temperature extremes that
would normally occur in the winter.

This indicator reports the position of thertter of abundance for each year, relative to the position of
the center of abundance in 1966 (winter 19A067), averaged across all 305 species. No attempt was
made to generate estimates outside the surveyed area. The indicator does not include norska A
or Canada because data for these areas were t0oo sparse to support meaningful trend analysis. No
attempt was made to estimate trends prior to 1966 (i.e., prior to the availability of complete spatial
coverage and standardized methods), and no attemas made to project trends into the future.

The entire study description, including analyses performed, can be found in National Audubon Society
(2009) and references therein. Information on this study is also available on the National Audubon
Society webite at:http://birdsandclimate.audubon.org/index.html

7. Quality Assurance and Quality Control

As part of the overall data compilation effort, Audubon scientists have performed several statistical
analyses to ensure that potential error and variability are adequately addressed. QA/QC procedures are
described in National Audubon Society (2009) and in a variety of methodology reports listed at:
www.audubon.org/bird/cbc/biblio.html

Analysis

8. Comparability Over Time and Space

The CBC has been in operation since 1900, but data used in this indicator begin in wingdi98366

The National Audubon Society chose this start date to ensure suffed@mple size throughout the

survey area as well as consistent methods, as the CBC design and methodology have remained generally
consistent since the 1960s. All local counts take place between December 14 and January 5 of each
winter, and they follow constent methods regardless of the location.

9. Sources of Uncertainty

The sources of uncertainty in this indicator have been analyzed, quantified, and accounted for to the
extent possible. The statistical significance of the trends suggests thabttdusions one might draw
from this indicator are robust.

One potential source of uncertainty in these datamgveneffort among count circles. Various studies
that discuss the best ways to account for this source of error have been published irepisved
journals. Link and Sauer (1999) describe the methods that Audubon used to account for variability in
effort.
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10.Sources of Variability

Rare or difficukto-observe bird species could lead to increased variability. For this analysis, the National
Audubon Saciety included only 305 widespread birds that met criteria for abundance and the availability
of data to enable the detection of meaningful trends.

11. Statistical/Trend Analysis

Appendix 1 of National Audubon Society (2009) documents the statisgicgficance of trends in the
wintering range for each species included in this indicator. National Audubon Society (2009) also
presents the statistical significance of each of the aggregate trends (northward distance and distance
from the coast across alD3 species) and discusses the uncertainty of these trends. Based on ordinary
leastsquares regression, the average latitudinal center of abundance shifted significantly to the north
by 34.8 miles (p<0.0001) over the period of interest. Populations shiiftedrd from the coast by an
average of 20.5 miles (p<0.0001).

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Many factors can influence bird ranges, including food availghilabitat alteration, and
interactions with other species. Some of the birds covered in this indicator might have moved
northward or inland for reasons other than changing temperatures.

2. This indicator does not show how responses to climate change vamg@different types of
birds. For example, National Audubon Society (2009) found large differences between coastal
birds, grassland birds, and birds adapted to feeders, which all have varying abilities to adapt to
temperature changes. This Audubon repdgashows the large differences between individual
species some of which moved hundreds of miles while others did not move significantly at all.

3. Some data variations are caused by differences between count circles, such as inconsistent level

of effortby 2 £ dzy 1t SSNJ 20 aSNIWSNARZ o0dzi (GKSaS RAFFSNBYyOS3

statistical analysis.
4. While observers attempt to identify and count every bird observed during thieazd
observation period, rare and nocturnal species may be undersampled.
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Heat-Related Deaths

Identification

1. Indicator Description

Extreme heat eventsave become more frequent in most of North America in recent decades (see the
High and_.ow Temperaturemdicator), and these events can be associated with increases in heat
related deaths.

Components of this indicator include:

e Therate of U.Sdeathsbetween 1979 and 2009 for which heat was classified on death
certificates as thainderlying (direct) cause (Figure 1, orange line)

e Therate of U.S. deaths betweet®99and 2009 for which heat was classified as either the
underlying cause or a contributing factor (Figure 1, blue line)

2. Revision History

April 2010: Indicator posted

Decenber 2011: Updated with data through 2007; added contributing factors analysis to complement
the existing time series

August 2012: Updated with data through 20@8nvertedthe measurgrom counts tocruderates;

added exampldigure.

Data Sources

3. Data Sources

This indicator is based on data fromthed{ ® / SYiSNB FT2NJ 5AaSIaS /2y {iNPR¢
National Vital Statistics SysteidVSS)vhich compiles information from death certificates for nearly

every death in the United StateEhe NVSEB themost comprehensive source of mortality data for the
population of the United States. The U.S. Centers for Disease Control and Prevention (CDC) provided
analysis of NVSS data.

a2NIlFfAGe REGE F2NJ GKS A€t dza i NI ( xegf& H&hISttisiicsS T A 3 dzN.
(NCHS)The estimate of deaths in excess of the average daily death rate is from the National Research

/| 2dzy OAf Qa NBLRNI 2y Of AYIFGS adl oAfekidwbdpabicgtioni I NAS G &
Kaiser et al. (2007).

For reference, the illustrative example also shows daily maxinempeérature data from the weather
aldldAaz2y 4G GKS /KAOIF3I2 hQIFNB LYGSNYyFraAzyFt ! ANLR
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4. Data Availability

Underlying Causes

The longterm trend line (19782009) i I & SR 2 ympregséd Wartality Filayhich can be
accessedhroughthe CDC WONDERIine database atittp://wonder.cdc.gov/mortSQL.htm(CDC,

2012a). CDC WONDER provides free public access to modglitgtics, allowing users to query data for
the nation as a whole or data broken down by state or region, demographic group (age, sex, race), or
International Classification of Diseases (I&2)e. Users can obtain the data for this indicator by

accessig CDC WONDER and querying the ICD codes listed in Section 5 for the entire U.S. population.

Underlying and Contributing Causes

Thel19992009 trend line is based on an analysis developed by the National Environmental Public

Health Tracking (EPHT) Progravhijch CDC coordinates. Monthly totals by state are available online at:
http://ephtracking.cdc.gov/showlIndicatorPages.actiddDC staffom the National Center for

Environmental HealtiNCEHEPHT brancprovided national totals to EPEDC, 2012b)Jsers can

j dzZSNB dzy RSNI éAy3a yR O2yiGNAROGdziAy3d Ol dzasSa 2F RSIGK
(http://wonder.cdc.gov/mcd.htm), butEPHT performed additional steps that cannot be recreated

through the publicly available data portal (see Section 6).

Death Certificates

Individuatlevel data(i.e., individual death certificategye notpubliclyavailable due to confidentiality
issues.

Chicago Heat Wave Example

Data for the example figure NB 0 I & S RompreSsed Mottalitii Filé, which can be accessed

through the CDC WONDER online databasenatv.cdc.gov/nchs/data access/cmf.htifihe analysis

was obtained from Kaiser et al. (200gily maximum temperature data for 198%m the Chicago

hQl FNB LYGSNYFGA2yFE | A NLI?2 tHdiNatoGal GeéadidahdsAimodpieicy’ | NB
Adminisi NI GA2yQa o6bh! ! Qao blraAaz2yrt [/ fAYFGAO 514Gl [/ Sy
www.ncdc.noaa.gov/oa/climate/stationlocator.html

Methodology

5. Data Collection

This indicator is based on causes of deatregsrted on death certificates. A death certificate typically

provides space to designate an immediate cause of death along with up to 20 contributing causes, one

of which will be identified as the underlying cause of death. The World Health Organix&titd)(

RSTAYSA (KS dzyRSNI&Ay3I Ol daAaS 2F RSHOK Fa aiGKS RA
RANBOGte (42 RSFEOIKZ 2NJ GKS OANDdzvradlyoSa 2F GKS |

O« ax
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Causes of death are certified byhystian, medical examiner, or coroner, and alassified according
to a standard set of codes called the ICD. Deaths for 1979 through 1998 are classified using the Ninth
Revision of ICD (I&). Deaths for 1999 and beyond are classified using the Tenth RevisietD)LCD

Although causes of death rely to some degree on the judgment of the physician, medical examiner, or
O2NRPYSNE (GKS aYSIFadaNBYSyidaég F2N G4KAA AYRAOFG2NI I N
YSRAOIET 1y2¢6tSR3IS NI dzA NB R stantlardicksSificativhSthénuzNBddbn | Yy R
widely accepted scientific definitiong/hen more than one cause or condition is entered, the underlying

cause is determined by the sequence of conditions on the certificate, provisions of the ICD, and
associatedselection rules and modifications.

Mortality data are collected for the entire population and, therefore, are not subject to sampling design
error. For virtually every death that occurs in the United States, a physician, medical examiner, or
coroner cerifies the causes of death on an official death certificate. State registries collect these death
certificates and report causes of deathttee NVSSb + { §h&réd relationships, standards, and
procedures form the mechanism by whittte CDQ:ollects and diseminates the ation@ official vital
statistics.

Standard forms for the collection of data and model procedures for the uniform registratideati
eventshave been developed and recommended ftate use througlcooperative activities of the
states and/ 5 / NCEISAIl states colleca minimum data set specified by NCHifgluding underlying
causes of death. CDC has published procedures for collecting vital statistics data (CDC, 1995).

This indicator excludesedths to foreign residentand deaths toU.S. residents who died abroad

Generalinformation regarding data collectigorocedurescan be found in the Model State Vital
Statistics Act and Regulatiof@DC, 1995). For additionadaimentationon the CDC WONDER database
09t! Qa RI U ofhk oxhNdx&) afddatdindellyiNgisources, see:
http://wonder.cdc.gov/wonder/help/cmf.html

CDC has postedracommendedstandardcertificate of deatlonline at:
www.cdc.gov/nchs/data/dvs/DEATHOBfinatACC.pdfFor a complete list and description of the ICD
codes used to classify causes of death, seew.who.int/classifications/icd/en

Chicago Heat Wave Example

The mortality dataset shown in the example figure includes the entire Standard Metropolitan Statistical
Area for Chicago, a regitimat containsCook County plua number of counties in llline and Indiana,
from June 1 to August 31, 1995.

In the text box above the example figure, values reflect data from Cook Countylbelywumber of

RSFGOKa Of I aNdBAFASTRRE &2 ya K221 / 2dzyié RSIFGK OSNIATAOL
was reported to CDC by the Cook County Medical Examiner's Office. More information is airailable

CDQ@ Mslorbidity and Mortality Weekly Report

(www.cdc.gov/MMWR/preview/mmwrhtm|/00038443.htjn Deaths in excess of the average daily death

rate for Cook County &re determined from death certificates obtained from the lllinois Department of

Public Healti{Kaiser et al., 2007)
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6. Indicator Derivation

This indicator reports thannual rateof deathsper million populationthat have been classified with ICD
codes related to exposure to natural sources of heat. The NVSS collects data on virtually all deaths that
occur in the United States, meaning the data collection mechanism already covers thdangiite
population. Thus, it was not necessary to extrapolate the results on a spatial or population basis. No
attempt has been made to reconstruct trends prior to the onset of comprehensive data collection, and
no attempt has been made to project data¥eard into the future.

Underlying Causes

The longterm trend line in Figure 1 reports thate of deaths per year for which the underlying cause
had one of the following ICD codes:

~

e ICD9code EQ00d SE OS a & K@ $ISKE K &ebNcally subpafE900.06 RdzS G2 6SI K¢
conditionsé
e ICD10codeX30a SELJ2 4 dzZNB (12 S E&EPABNSK SyNviAdzNIEt K S|

This component of the indicator is reported for the entire year. EPA developed this analysis based on
the publicly available data compiled by CWONDEREPA chose to use crudeathrates rather than
death counts because rates account for changes in total populatientime Population figures are
obtainedfrom CDC WONDER.

Underlying and Contributing Causes

¢KS ddzyRSNI @Ay3a SaER (ONDNIRNA OAdYUSA Vi of@eatEdaNdhichy NS LJ2 NIi 3
either the underlying cause or the contributing causes had one or more of the following ICD codes:
e ICD10codeX306 SELJ2 8 dzZNB (12 S E®&SPAISANG K SyNIviA dzNi-£ £

K
e ICD10codes T67.0thr@diKk ¢ cT1T ®dpY aSFFSOGa 2F KSIaG Iy
used for contributing causesnever for the underlying cause.

S
R

To reduce the chances of including deaths that were incorrectly classified, EPHT did not count the
following deaths:

e Deahs occurring during colder months (October through April). Thus, the analysis is limited to
MaycSeptember.

e Any deaths for which the IGID code W92 gexposure toexcessive heat ahan-madeorigin,é
appears in any cause fiel@his step removes certain oquationatrelated deaths.

Foreign residents were excluddgPHT obtained death counts directly from NVSS, rather than using the
processed data available through CDC WONDER. EPHT has not yet applied its methods to data prior to

1999 For amore detailed d€SNRA LJGA 2y 2F 9t 1 ¢Qa FylFf@dAOlrtf YSGK2Ra
http://ephtracking.cdc.gov/showlIndicatorPages.acti®@rudedeathrates were calculated in the same

manner as witlthe underlying causes time series.
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Chicago Heat Wave Example

The authors oKaiser et al. (2007) determinedat the Chicago area ha&92 deaths in excesd the

background death rate between JuBigé and August 10, 1995. This analysis excluded déatins

I OOARSy Gt OFdzaSa o6dzi Ay Of dzZRS R mgyKoA GRS | NIKTAS NEBNER(Y2 alY
the deaths of individuals who would have died during this period in any case but whose deaths were
accelerated by a few days due to the heat wakrés implies thathe actualnumber ofexcess deaths

during theperiod of the heat wave itselfJuly 1£27)was higher than 692, but was compensated for by

reduced daily death rates in the week after July Phus the value for excess deaths in Cook Cofiamty

the period of July 1427 is reported as approximately 700 in the text box above the example figure.

7. Quality Assurance and Quality Control

Vital statistics regulations have been developed to serve as a detailed guide to state and local
registration offcials who administer the NVSS. These regulations provide specific instructions to protect
the integrity and quality of the data collected. This quality assurance information can be found in CDC
(1995).

C2NJ 4KS d&dzy RSNI & Ay Tontpghént abtBis/indiNdtod exiiaistés hadd beeh Gker

to remove certain deaths that could potentially reflect a misclassification (see Sectidre6g driteria
generallyexcluded only a small number of deaths

Analysis

8. Comparability Over Time and Space

When plotting the data, EPA inserted a break in the line between 1998 and 1999 to reflect the transition
from ICDB9 codes to ICR0 codes. The change in codes makes it difficult to accurately compare pre

1999 data with data from 1999 and later. Otherisll methods have been applied consistently over

time and space. ICD codes allow physicians and other medical professionals across the country to use a
standard scheme for classifying causes of deaths.

9. Sources of Uncertainty

Uncertainty estimates are n@vailable for this indicator. Because statistics have been gathered from
virtually the entire target population (i.e., all deaths in a given year), these data are not subject to the
same kinds of errors and uncertainties that would be inherent in a goitisic survey or other type of
representative sampling program.

Some uncertainty could be introduced as a result of the professional judgment required of the medical

professionals filling out the death certificates, which could potentially result inlassification or
underreporting in some number of cageprobably a small number of cases, but still worth noting.

Technical Documentation: Heat-Related Deaths 178



10.Sources of Variability

There is substantial yedo-year variability within the data, due in part to the influence of a few large
events. May of the spikes apparent in Figure 1 can be attributed to specific severe heat waves
occurring in large urban areas.

11. Statistical/Trend Analysis

This indicator does not report on the slope of the apparent trends in-helated deaths, nor does it
calculde the statistical significance of these trends.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. It has been weldocumented that many deaths associated with extreme heatnatedentified
as such by the medical examiner an@yhi not be correctly coded on the death certificate.
many cases, they might just classify the cause of death as a cardiovascular or respiratory
disease. They might not know for certain whether heat was a contributing factor, particularly if
the death did not occur during a wedlblicized heat wave. Bywslying how daily death rates
vary with temperature in selected cities, scientists have found that that extreme heat
contributes to far more deaths than the official death certificates would suggest (Medina
Ramén and Schwartz, 2007). That is because tlesstf a hot day can increase the chance of
dying from a heart attack, other heart conditions, ardpiratory diseasesuch as pneumonia
(Kaiser et al., 2007). These causes of death are much more common thaela¢ed illnesses
such as heat stroke. Thithis indicator very likely underestimates the number of deaths caused
by exposure to heat. However, it does serve as a reportable national measure of deaths
attributable to heat.

2. ICD9 codes were used to specify underlying cause of deatthtoyears BD79to 1998.

Beginning in 1999, cause of deaths specified with ICI20 codes. The two revisions differ
substantiallyso data from before 1999 cannot easily be compared with data from 1999 and
later.

3. Thefactthal RSIF 0K A& ONB falaided RofSriran lthat highkeSpetatures were
the only factor that caused the death. Pegisting medical conditions cameatly increase an
AYRAGARIZ f Qad @dzf ySNI oAt AGE (2 KSIFio®

4. 1 SIG ¢ @Sa FNB y2i GKS 2yt aNFi IOl 2RatheRitlon OF ¢
include the vulnerability of the population, the extent to which people have adapted to higher
temperatures, the local climate and topography, and the steps people have taken to manage
heat emergencies effectively.

5. Heat response measures carake a big difference in death ratd8esponseneasures can
include early warning and surveillance systems, air conditioning, health care, public education,
infrastructure standards, and air quality management. For example, after a 1995 heat wave, the
City of Milwaukee developed a plan for responding to extreme heat conditions in the future.
During the 1999 heat wave, this plan cut heelated deaths nearly in half compared with what
was expecteqWeisskopf et al., 2002)
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